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VOLUMES I AND II

PRIMARY G&N SYSTEM LUNAR ORBIT OPERATIONS

ABSTRACT

This report summarizes the primary G&N system operation

and performance during the lunar orbit phases of the Apollo lunar

landing mission. The lunar orbit phases include orbit navigation,

descent, landing, surface operations, launch and ascent, rendezvous

and LEM aborts. These phases are primarily concerned with

the LEM primary G&N operation, but CSM operations of orbit

navigation, I,EM back-up guidance capability, and LEM retrieval

ace included. Each lunar orbit phase is described with respect to:

1) Primary G&N system objectives and operating modes.

2) Current guidance equations.

3) Typical trajectories.

4) Primary G&N performance and error analysis.

A general description and performance specification is included

for the basic units of the primary G&N system.
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Norman E. Sears
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CttAPTER 5

SU[_FACE AND PREI_AUNCH OPERATIONS

5. l General Objectives

This phase of the landing mission starts at terminal land-

ing and touchdown when the LEM descent engine is shut clown, and

ends when the LEM ascent engine is ignited for the powered as-

cent phase. The time interval involved may vary between 6 to 24

hours, depending upon the mission plan and objectiwes. The pri-

mary G&N system objectives duringihis phase are as follows:

1. Update the CSM orbital parameters

2. Determine or update the LEM landing position

3. Determine an appropriate aim point on the CSM orbit

for control of the launch and rendezvous phases

4. Determine three launch timing factors:

a) Desired launch time for the direct ascent

trajectory

b) Latest launch time for the direct ascent tra-

jectory

c) Latest launch time for a parking orbit launch.

Under normal operations, when the powered ascent can be initiated

within a determined launch window, direct ascent trajectories are

used for the rendezvous phase (Chapter 7). A direct ascent is de-

fined as a trajectory that would intercept the CSM after powered

ascent injection assuming no errors. This is contrasted to a

parking orbit operation which would involve injecting the LEM

into an intermediate, or parking orbit, from which a transfer

trajectory must be initiated to place the I,EM on an intercept
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course with respect to the CSM. The I,EM primary G&N system

has lht, capability of both (tir(,ct ascent and parking orbil operations

(Chapter 6). As mentioned above, direct ascents are used ir

launch timing can be achi(,v(,(t within a determined launch window.

I,aunches after this interval will require parking orbit injection

up to a point where the launch is rescheduled until the next CSM

orbital pass.

5. 2 Primary G&N Operations

After landing and engine cutoff, the LEM primary G&Nsystem

is maintained in an operating mod(, for some interval of time.

This interval is presently undefined, but may be in the or(ter of

15 to 30 minutes. During this interval, a launch or emergency

abort could be initiated under G&N control if there were sore(;.

reason not to remain on the lunar surface. The primary C&N

system would control such surface aborts in the same manner as

aborts initiated during the landing maneuver (Section 8. 3), up to

a point where direct ascent trajectories cannot be made. After this

time, parking orbit operation would be required.

The primary G&N system will be desi£ned to have emer-

gency launch capability. Emergency launches are defined as

conditions which require immediate launch from the lunar surface

regardless of the CSM position relative to the landing site. The

primary cause of emergency launch is ascent sta_e propulsion

system contingencies, such as potential loss nf propellant or

pressurization due to punctures, leaks, etc. The objective of the

G&N system, in such cases,, is to inject the LEM into a clear

perilune orbit in the shortest time possible. Standard IMU align-

ments using the AOT are not attempted in this case. During the

G&N system operating period after landing, the IMU gimbal angles

relative to the LEM are stored in the LGC. In emergency launch

the IMU gimbals are commanded to this previous position by the

LGC. This constitutes a coarse alignment only (fine alignment

mode with AOT being omitted due to time) and will be in error by
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the amount of IMII drift tluring the landing maneuver (typically 1 to

2 mr) plus any settlin_ of the LEM on _he surface afler the 15 to

30 minute post landing interval.

[Jn(ter normal operating conditions,

usin_ the AOT as described in Section l. 3.

the I_EM IMII is aligned

This alignment is

made and the system maintained in an operating mode before the

CSM overpass prior lo desired launch overpass. The I,EM ren-

dezvous radar trackin_ data is used to update or check the CSM

)rbiI and landing site parameters as described in the following

section. The primary G&N system is maintained in the operation

mode during the next two hours prior to launch. During this in-

terval, the desired launch aim point and timing is computed and

checked with that relayed to the LEM from CSM over the inter-

vehicle communication or data link. The aim point determination

procedure is described in Section 5.4.

A final LEM IMU fine alignment using the AOT is made

within 15 minutes of the predicted launch time to limit ascent in-

jection uncertainties (Section 6. 5).

5. 3 LEM CSM Tracking Operations

As stated in Section 5. 1, two of the objectives of the pri-

mary G&N system during this phase of the mission are to update

the CSM orbital parameters and determine the position of the

final LEM landing site. The primary G&N systems on both CSM

and LEM can perform these objectives by tracking each other as the

CSM passes over the LEM landing site. The Manned Space Flight

Network (MSFN), incorporating DSIF tracking stations, may also

be an additional source of this information. The normal operating

procedure would involve the CSM and LEM G&N systems to deter-

mine independently the objectives of this phase and then compare

the results with each other and MSFN data if available. The most

accurate of the three systems would naturally be used as the

source for the standard parameters for launch and aim point de-

termination.
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The lracking anFle sector durin F which radar clara is used

in primary G&N systems on both CSM and I,[CM is shown in l,'iF.

5. 1. This is a -_45 degree sector centered about the lamlinF site

w, rtical. The CSM traw,rses the sector in abou_ three minutes

as shown. The maximum r'ange and range rate valut:s encountered

are also included in I,'ig. 5. 1.

5. 3. 1 CSM Tracking Operation

The CSM will normally track the LEM on the lunar surface,

at least on the orbital pass after descent and ]an(tin_, and on the

overpass prior to launch to determine and check the landing site

position vector. This tracking could be done either optically with

the SCT or with the rendezvous radar. SCT tracking would nor-

mally require a cooperative optical beacon on the I,[_M,or some

type of flare ignited on the lunar surface by the astronaut, if the

landing was made in earth shine conditions. Sunlight landing

conditions would also require some reflective aid or active device

that could be seen with the SCT, if optical tracking is desired.

The CSM procedure in the optical tracking case is identical to that

described in Section 2. 4 for original landing site determination.

Landing site determination is possible to anrms accuracy of

1500 feet for the level of orbital uncertainty and optical tracking

accuracies described in Section 2.4.

Since it is uncertain at the present time whether there will

be cooperative optical beacons on the LEM that could be detected

under sunlight landing conditions, the primary mode of operation

on CSM for LEM landing site determination uses rendezvous radar

tracking data against the LEM transponder. The CSM G&N system

operation would be identical to that described in Sections 2. 2 and

2. 4, except that radar tracking angles, and range rate or range

signals would be used instead of optical angles. The CSM radar

tracking angles must be compensated for angular biases, due to

structure deformations as described in Section 7. 2. This is done

by estimating the angle biases in the same manne,- the orbital
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parameters are _:stimated, and involves !) × .9 matrix operation.

An example of CSM landing site performance is summar-

ized for st_veral tracking conditions in Table 5. 1. In this case, a

noncoplanar situation was assumed in which the CSM orbital track

passes within 8 nm (_ 0. 5 ° central angle) of the I_EM landing site

at an altitude of 80 nm. As the CSM traversed the ±45 degree

sector of Fig. 5. 1, five measurements of each tracking parameter

were taken at approximately equalangle intervals, (i.e., 45 ° ,

22o0 o, _,_.)o_, -45o). The initial uncertainty of the LNM landing

site was assumed to be 7500 feet in both horizontal directions, and

1500 feet in altitude resulting in an initial rms position uncertainty

of 10,700 feet. The CSM orbitai uncertainty, during the tracking

interval, was taken from typical orbital navigation models of

Chapter 2 involving landmark sightings prior to LEM tracking on

the surface. The CSM orbital one sigma uncertainties used in

this example were 1485 feet in position and 1.3 fps in velocity.

With these initial conditions, the final LEM position uncertainty

on the lunar surface at the end of the tracking sector is summar-

ized for various tracking combinations and performance levels in

TabIe 5. 1.

Item 1 of Table 5. 1 lists the results of using the three

tracking parameters (two angles and range rate) that are normally

used in the midcourse rendezvous operation (Chapter 7). The accuracies

listed for Item 1 are those currently specified for the rendezvous

radar (Section 1. 2) under the assumption that angle biases have

been estimated and effectively compensated for in navigation

technique. Case 2 of Table 5. 1 lists the results of using range

rather than range rate. There is little difference in Cases 1 or 2

because the angle measurements alone can provide essentially

the same accuracy as illustrated in Item 3 and repeated from

Section 2. 4, Table 2. 6.

In a case where radar angle biases cannot be compensated

for', due to a completely unpredictabIe structure alignment stability,

range, or range rate only, signais could be used for LEM landing
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site determination. It might be noted that the CSM structure sta-

bility between the CM G&N navigation base and proposed rendez-

vous radar installation locations on the SM is currently being

studied by NAA. Cases 4 and 5 of Table 5. 1 summarize the re-

sults using range rate data only at the two accuracy levels listed,

while Cases 6 and 7 list the results for range data only. It might

be noted that the final gEM uncertainties of Cases 4 through 7 of

Table 5. 1 are primarily in a direction normal to the CSM orbital

plane, (Z direction) where the final uncertainties of Items i to 3

are more evenly distributed between the three component direc-

tions. As might be expected, range, and range rate only, data

provides good in-plane information, but relatively poor out-of-

plane information.

For normal CSM G&N operation, the performance listed

under Cases l through 3 of Table 5. l is expected for LEM landing

site vector determination. The CSM continues the orbit navigation

procedure, described in Chapter 2, and updates its orbital para-

meters. The updated orbital parameters and landing site vector

could then be used in the aim point and timing determination des-

cribed in Section 5. 4 in the CSM and relayed to the LEM over the

communication or data link.

5. 3. 2 LEM Tracking Operations

The previous section described the CSM G&N operation in

determining or updating the CSM orbital parameters and LEM

landing site, and transferring this information over the communi-

cation or data link to the LEM. In case the communication link

or a part of the CSM G&N system has failed so that this informa-

tion is not available, the LEM G&N system has the capability of

determining the required parameters independently. The LEM

primary G&N system, of course, estimated the final touchdown

and landing site position within the G&N performance capability

during the previous landing maneuver phase (Section 4.4). The

LEM G&N system also knew the CSM orbital parameters at the
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time of descent injection. The uncertainties in these orbital par'a-

meters will propagate from this time until the time the I,EM ren-

di_zvous radar commences CSM tracking, if the CSM cannot update

this data over the communication link. The objective of Ihe LEM

surface tracking operation is to update the CSM orbit or check

this information with that relayed to the LEM.

An example of the LEM G&N system operating indepen-

dently of the CSM system is summarized in Table 5. 2 for various

tracking parameter combinations and performance. The I_EM

landing site uncertainties are those which developed during the

descent and landing maneuvers. The 6X and 6Z uncertainties at(;

the hover point uncertainties of Fig. 4. ?.6. A landing site altitude

uncertainty of 1500 feet was assumed for a case in which the ter-

rain elevation could not be determinect any more accurately in the

original orbit navigation phase (Section 2. 4). The I_EM inertial

velocity uncertainty exists because of the altitude uncertainty of

the landing site, however, the rss value of this uncertainty is

typically less than 0. 5 fps, and has negligible effect on the LEM

tracking operation. The level of initial CSM orbital uncertainties

listed in Table 5. 2 were determined by taking the CSM uncertain-

ties at LEM surface landing, and propagating these uncertainties

one more orbital period. As indicated in Chapter 2, the magni-

tude of the initial uncertainty is not too important, provided a

sufficient number of measurements are made since these uncer-

tainties are reduced very rapidly by the first few measurements.

The normal LEM rendezvous radar tracking parameters

and performance are listed in Case 1 of Table 5. 2. In the model

used for this particular analysis, one measurement parameter

(angle or range rate} was made at angles of 37 °, 24 ° , 5 ° , -15 ° ,

-31°and-41°from the LEM vertical (Fig. 5. 1}. The rss CSM

uncertainties at the end of tracking over the first 90 ° sector are

listed in Tabel 5. 2. If these uncertainties were allowed to pro-

pagate one more orbit,and the LEM then track the CSM over half
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the sector on the second pass until it was directly overhead

(typical launch phasing conditions), the CSM orbital uncertainties

existing at that time are summarized in the last column of Table

5. 2. Case 2 of this table summarizes a similar tracking schedule

using range data, rather than range rate data, with the tracking

angle measurements. Items 3 to 6 of Table 3. 2 are included to

show the effects of range or range rate data only. It should be

pointed out that Cases 3 to 6 were included for general interest

only, since it is very unlikely that tracking bias angle compensa-

tion cannot be achieved in the LEM due to relatively close instal-

lation of the rendezvous radar antenna to the IMU (Fig. 1. 5), and

the radar tracking and alignment accuracy specification (Ref 5. l).

5.4 Launch Aim Point and Timing Determination

The launch conditions from which the powered ascent and

rendezvous must be made will normally require noncoplanar tra-

jectories relative to CSM orbit. The most extreme noncoplanar

launch conditions considered in the primary G&N analysis are

illustrated in Fig. 5. 2. In this figure, it was assumed that the

CSM orbit was inclined to the lunar equator by 10°,and that the

desired landing site was on the equator at Point A. The lunar

rotation will move the landing site along the equatorial plane to

Point B during the time the LEM is on the lunar surface. The

lunar rotation is approximately 13° per day, and since the CSM

orbit is retrograde with a nodal precession of about l° per day

(Ref 5.2) in the same direction as the lunar rotation, the landing
o

site will rotate relative to the CSM orbital node at a rate of 12

per day. In a 24 hour landing mission, the landing site at Point B

of Fig. 5.2 would be 2. 2° central angle measured between Points

B and C (about 36 nm) away from the track of the CSM orbit at

the time of launch. This represents the maximum noncoplanar

launch condition for the model of Fig. 5. 2. It should be pointed

out that the noncoplanar launch condition can be restricted to

lower values by orienting the CSM orbit at lunar orbit injection such
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that the maximum latitude excursion of the orbit is near, or just

beyond, the desired landing site, or by restricting the CSM orbit

and landing sites to near equatorial conditions. Current mission

profiles and analysis restrict the out of plane launch conditions to

about 0. 5 degrees. Out of plane launch conditions ranging from

0. 5 degrees to 2. 2 degrees will be presented in examples of the

following mission phases (Chapter 6 and 7).

Typical characteristics of ascent trajectories for rendez-

vous with various out of plane launch conditions are summarized

in Fig. 5. 3. The trajectory parameters listed in this figure are

for the unpowered or coast phase of the ascent trajectories from

injection to the intercept aim point. The AV 2 column indicates

the relative terminal closing velocity assuming a perfect trajectory

had been achieved. The sum of the injection velocity, V l, and

ideal rendezvous velocity, AV 2, are then summed to indicate the

ideal AV requirement independent of gravity loss effects. The

time listed in Fig. 5.3 is the trajectory time from injection to

aim point. The perilune altitude of the ascent trajectory is

listed in the final column. It can be seen from Fig. 5. 3 that

there are two AV minimum direct ascent trajectories for nonco-

planar launch conditions, one less than 180 ° central angle, and

one greater than 180 °. The characteristics of these two possible

ascent trajectories will be described later. The major effect of

noncoplanar launch conditions is on the terminal rendezvous

closing velocity, as indicated in the AV 2 column of Fig. 5. 3. The

terminal rendezvous maneuver (Section 7. 6) both rotates and in-

creases the gEM velocity vector to match that of the CSM.

The required input data for the aim point and timing de-

termination is:

RCM CSM position vector

_VCM CSM velocity vector

tre f reference time

RLE M LEM landing site vector
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These inputs were obtained from the procedure described in Sec-

tion 5.3. The required outputs of the prelaunch computation are:

I{cM(t A) aim point or position of the CSM at time tA

tnd1 nominal direct launch time

tld 1 latest direct launch time

tlp ° latest parking orbit launch time

These tim(_s are shown graphically in Fig. 5. 4, when the refer-
ence time, t = 0, has been set at the nominal launch time. As

indicated in Fig. 5. 4, the normal launch procedure will involve

direct ascents if launch timing is achieved during the first interval

indicated, followed by parking orbit injection if the launch time is

between tld 1 and tlp o. The latest possible launch time, tlpo, is

about 12 minutes after tndl, since a rendezvous can be achieve(]

faster by waiting for the next CSM orbital pass if the launch time

has slipped beyond this time. Since tlp ° is known for a given

CSM orbit, the primary objective of this part of the prelaunch

computation is to determineRcM(tA), tnd 1, and tld 1 .

The important parameters required for the aim point de-

termination are illustrated in Fig. 5. 5. The LEM landing site,

RLEM(t0) , and CSM orbit parameters are known. The normal

LEM powered ascent trajectory characteristics are also known

(Chapter 6). These include the central angle covered (indicated

as 10°), the injection altitude (50,000 feet) and the normal ascent

maneuver time (typically 420 seconds). The LEM position vector

at injection can then be estimated at injection time, t 1, indicated

I

aSRLE M in Fig. 5. 5. The procedure for determining the desired

aim point RCM(t A) is then an iterative operation involving the

initial phasing angle, 00, which is directly related to the launch

time, and the central angle, 6, which is a function of the time of

arrival tAand 00 .

The aim point determination procedure is outlined in Fig. 5. 6.
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An initial separation angle, 00 , is assumed (typically 8 to 9 de-

grees) at a reference time, tl, in Fig. 5. 5 with the associated
t I

CSM and I_EM position vectors RCM and ELL M respectively.

An initial_ime of arrivalt A measured from t 1 is supplied by a

stored program referencedasasequencer in Fig. 5. 6. This

initial t A will be larger than the expected value for ascents

covering central angles greater than 180 degrees or less than

that expected for ascent trajectories of less than 180 degrees. A

Kepler routine is then used to advance the position and velocity

of the CSM by the time interval t A resulting in RCM(t A) and

VCM(tA). A Lambert routine is then used to determine the re-

quired LEM injection velocity, _V1 in Figs. 5. 5 and 5. 6, for a
l

trajectory that passes between the LEM injection position__RLE M,

and the CSM aim point position RCM(t A) under test in the given

interval t A. The diagram of Fig. 5. 6 is general in the sense that

the procedure could be used for transfer trajectory

when the LEM is in a parking orbit. In the case of
" I

however, the velocityVLE M is assumed zero, and

jection velocity V1 is equal to AV 1. The next step indicated in

Fig. 5. 6 is to advance the LEM from the injection point, assuming

it has the required velocityV 1, by a time, tA, to determine the

LEM velocity at intercept or aim point VLEM(tA). It might be

noted that there are several ways or equations by which this step

could be done using outputs of the Lambert routine. The proce-

dure shown in Fig. 5.6 uses a Kepler routine since this program

is already stored in the LGC for other phases of the mission. The

LEM and CSM velocity vectors at the aim point are then subtracted

to determine the terminal rendezvous closing velocity, A_V 2. The

total characteristic velocity requirement AV T is then the sum of

the injection velocitylAVll and rendezvous velocity IAV__21 . AV T

is compared with a preset AV limit, as shown. The ascent tra-

jectory perilune altitude is computed from the semimajor axis, a,

and eccentricity, e, from the Lambert routine. The resulting

perilune altitude, or radius vector rp, is then compared with a

determination

surface launch,

the required in-
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limiting perilune criteria. If either the AV T or perilune check is

not met, the sequencer changes the t A to a lower value and the

process is repeated until both criteria are satisfied, as will be

indicated by the stop signal in Fig. 5. 6. The sequencer then con-

tinues to change the t A until a minimum AV T condition is found.

This will be represented by a t A with an associated central angle ¢

from R_E M for the assumed separation angle 00. The sequencer

next holds the central angle 6 fixed, and varies the injection sepa-

ration angle O0, which is directly related to launch time through

the known characteristics of the powered ascent maneuver. The

separation angle is varied until the AV T or perilune limits have

been established for the selected central angle 6. The desired

direct ascent launch times tnd I and t!d 1 are determined directly

from the limits of the separation angle _0" This procedure is

more clearly illustrated in Fig. 5. 7. This is the same type of

figure and similar analysis as presented in Reference 5. 3.

As indicated in Fig. 5. 6, the two criteria that the ascent

trajectory must meet are a AV limit and perilune altitude limit.

The perilune altitude limit has arbitrarily been set at 35,000 feet

for the present examples. The characteristic velocity limit for

injection and terminal rendezvous was also arbitrarily chosen to

be 5900 fps, as listed in Fig. 5. 7, by the following AV allocations"

i) Normal injection velocity

2) Typical terminal rendezvous velocity

for 0. 5° noncoplanar launch

3) Contingency AV for late launch, etc.

4) AV Limit Criteria

5) Typical ascent trajectory losses

6) Midcourse rendezvous corrections

7) Docking requirements

5600 fps

1 50 fps

150 fps

5900 fps

460 fps

50 fps

25 fps

TOTAL 6435 fps
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This total compares closely with current I,EM ascent staFe AV

capability (_ 6450 fps). It should be noted that the AV criterion of

5!)00 fps, illuslcaled in Fig. 5. 7, is arbitrary and could be set at

any desired value.

The example illustrated in Fig. 5. 7 is for a 0. 5 ° nonco-

planar launch condition. The AV and perilune limit conditions are

plotted against the central angle_ and the initial separation angle fJ0

at asceni injection. Time of arrival t A is directly related to

and 00. Two acceptable aim point sectors are indicated in this

figure, one greater than 180 ° and one less than 180 ° . The aim

point determination procedure described above can be illustrated

on }Zig. 5.7 as follows. Assume that an aim point greater than

180 °
is desired, and that the initial separation angle 00 is set at

8. 5 degrees (CSM ahead of the LEM). The sequencer initial t A

will require a 6 of 270 degrees as shown by Point 1 of Fig. 5. 7.

The Point 1 conditions ape then operated on by the procedure of

Fig. 5. 6, and it is found that the perilune condition is not met. In

this case, the perilune would be below the surface of the moon and

lie between the injection point and the aim point, a totally unaccept-

able condition. The sequencer of Fig. 5. 6 would then reduce t A

or 6, until the perilune criteria were met at Point 2 of Fig. 5. 7,

since the AVTcriteria is satisfied. Point 2 then represents the

first acceptable aim point so far determined. The sequencer then

continues varying 6 until the minimum AV condition is found at

Point 3. The central angle corresponding to Point 3 is then fixed

(209 degrees), and the separation angle 00 is varied until Points 4
T

and 5 are determined. O 0 is varied by changing RCM by 600, which

has the effect of varying the initial launch time and the time of ar-

rival t A. Points 4 and 5 indicate a possible direct ascent launch

window that is close to the minimum AV requirement for rendez-

vous from the 0. 5 degree noneoplanar launch condition. Since

every degree of O0 represents 20. 4 seconds of iauneh delay, the

interval represented by Points 4 and 5 is equivalent to a possible

launch window of 184 seconds. Point 4 represents the initial
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lauch time, tnd 1, and is determined by subtracting powered ascent

time (420 seconds) from the time the CSM reaches a position 13.2

degrees (10 ° plus 00 of 3.2 °) ahead of the launch site. A similar

procedure determines tld 1 from Point 5.

The boundary conditions for acceptable aim points in the

0. 5° noncoplanar launch case of Fig. 5.7 are set by the perilune

criterion along the O coordinate, and by the AV criterion along

the 00 coordinate. The initial minimum AV point for the trajectories

covering more than 180 ° (just below Point 4 of Fig. 5.7) requires

an injection velocity of 5596 fps at a positive flight path angle of

0.82 degrees relative to the local horizontal. The terminal ren-

dezvous closing velocity is 204 fps, in this case giving a total AV

requirement of 5800 fps as indicated. As the launch time is delayed

(00 increases) the ascent trajectory perilune altitude increases

until it reaches 50,000 feet at zero injection flight path angle, then

decreases until the 35,000 foot perilune criteria is exceeded near

Point 5. The required injection velocity at this last point of the

launch window is 5578 fps at a negative flight path angle of -0. 76

degrees. The rendezvous terminal velocity in this case is 129 fps,

resulting in a total AV requirement of 5707 fps. The optimum AV T

condition for the greater than 180 degree case, therefore, slopes

such that the lowest possible AV condition exists at the end of the

direct launch window. The reverse condition exists for the central

angle zone less than 180 degrees as indicated in Fig. 5. 7. The

injection and rendezvous velocities are approximately reversed

for the cases described above for the greater than 180 degree case.

It might be noted that the minimum AV T condition occurs for the

less than 180 case of Fig. 5.7 at a O0 of 2. 5° , _ = 102 ° for a AV

of 5686 fps. This condition falls outside the perilune criteria,

which occurs after rendezvous, and indicates the theoretical AV

penalty for the clear perilune criteria for this out of plane launch

condition.
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The launch windows provided by the optimum AV condition

are 163 seconds for the greater than 180 ° case, and 100 seconds

for the less than 180 ° case in Fig. 5.7. The optimum AV condition

for the greater than 180 ° case is also slightly more constant with

respect to central angle _. The maximum possible launch window

for the greater than 180 ° case would cover the greatest 00 range

possible equivalent to 282 seconds, as opposed to 120 seconds

for the lower than 180 degree case. The procedure and example

previously outlined for determining the direct ascent launch window

is simplified in the sense that no attempt was made to exactly

follow the minimum or optimum AV condition, nor was the maximum

possible launch window determined. At the present time, the

minimum launch window requirements for LEM ascent have not

been specified. A more elaborate iterative and search technique

in the LGC is possible to essentially establish the maximum limits

of the launch window or aim point zones shown in Fig. 5. 7. At the

present time, however, it is felt that the simplified procedure out-

lined above in which a single AV minimum point is first established,

and the launch window then determined for a constant value of

central angle _, will provide sufficient direct ascent launch time

limits.

The direct ascent launch window limits for 2 degree non-

coplanar launch conditions are shown in Fig. 5.8, for the same

AV and perilune criteria. The perilune limit lines of Figs. 5. 7

and 5.8 are virtually identical. The AV limit boundaries are much

less for the 2 degree noncoplanar case as would be expected from

the higher rendezvous closing velocity conditions (Fig. 5. 3). It

can be seen from Fig. 5. 8, that the aim point zones are bounded

by the perilune conditions on one side only, and the others by the

AV limit criterion. The launch window for the greater than 180

degree case for AV optimum condition in Fig. 5.8 is 140 seconds

as opposed to 60 seconds for the less than 180 degree case. It

should be noted that for this out of plane launch condition, the

initial launch time for greater than 180 degree ascents would

require the full AV allotment of 5900 fps if the the launch were
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achieved on time, and that this AV requirement would decrease

as launch time was delayed until the perilune limit was reached.

For the ascent trajectories covering less than 180 degrees, how-

ever, the lowest AV requirement would be achieved if the launch

was made on time and delayed launches would progressively re-

quire more AV until the 5900 fps limit was reached after 60 seconds

of delay.

In the case of launch times after tld 1 , but before tlpo, the

LEM would be injected into a parking orbit. The simplest primary

G&N system operation in this case would use the same ascent

trajectory plane planned for the desired launch. After the gEM

was injected into an orbit in this plane, radar tracking between

the two vehicles would be established, and a procedure virtually

identical to that outlined in Fig. 5. 6 would be used to determine the

timing (vehicle phasing O0) and aim point for the transfer trajectory

to the CSM orbit.

Launch delays within the direct ascent launch window are

compensated for during the powered ascent so that gEM will

arrive at the chosen aim point at the prescribed time of arrival.

The powered ascent guidance is described in Chapter 6. After

ascent injection, midcourse velocity corrections are made at the

longest possible range to establish an intercept trajectory (Chapter 7).

It might be noted that the aim point determined in the prelaunch

phase to which the ELM ascent trajectory is controlled in the

powered ascent and midcourse rendezvous phases, would be the

intercept point on the CSM orbit if no terminal rendezvous maneuver

were made. This intercept trajectory is actually changed when

the range between the two vehicles closes to 5 nm to other aim

points further along the CSM so that a relatively slow terminal

rendezvous can be monitored by the astronaut (Section 7.6).
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CHAPTER 6

I,AUNCIt AND POWERED ASCENT PHASE

6. 1 Primary G&N System Objectives.

This phase of the mission involves the powered ascent

maneuver which starts when the ascent engine is ignited at launch

and terminates with injection cutoff. The G&N objectives during

this maneuver are to achieve desired injection conditions that

will result in a LEM trajectory that intercepts the designated

aim point on the CSM orbit at the specified time of arrival. If

the launch maneuver is initiated within the direct ascent launch

window (Section 5.4), the primary G&N system controls the

powered ascent maneuver such that a direct ascent trajectory is

achieved. For cases involving delayed launches beyond the

direct launch window, but prior to the final parking orbit launch

limit, the primary G&N system controls the ascent maneuver to

result in a clear perilune parking orbit. In cases of emergency

launch in which it is required to initiate the ascent maneuver at

any time, the G&N system will control the ascent maneuver to a

clear perilune parking orbit. The guidance concept used to

achieve these three types of ascent maneuvers is discussed in

Section 6.2.

The primary G&N system configuration used for the launch

and powered ascent phase is a pure inertial system as illustrated

in Fig. 6. 1. This G&N configuration is essentially the same as

that used during the first phase of the powered landing maneuver

(Fig. 3.21), except that the G&N system controls the I,EM thrust

direction of the constant thrust ascent engine. As indicated in

Fig. 6. 1, the LEM attitude commands and engine-on-off signals

are commanded through the CDUs and LGC, respectively to the

LEM SCS.
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6.2 t)owered Ascent Guidance Equations

6.2.1 General

The LEM-powcred ascent guidance equations compute

lhFust vector orientation and thrust termination commands. These

commands cause the spacecraft to attain a specified velocity

vector. Tile equations can also control, when such control is

necessary, the burnout altitude of the spacecraft. Altitude control

can help to assure 1)local terrain clearance during launch from

the lunar" surface, and 2),a clear perilune trajectory following a

thrust termination command. The guidance system commands

also constrain tt_e spacecraft burnout position and velocity vectors

to lie in a specified plane. Figures 6.2 and 6.3 illustrate the

controlled quantities in the coordinate system in whicil tile guidance

computations are performed. Figure 6.2 also illustrates ti_e

angle 0t{ O. This is the angle between a reference line in the

specified plane of motion and the LEM burnout position vector.

The guidance equations predict 0BO throughout a powered ascent.

The purpose of predicting 0BO is explained in a following section

which concerns Lambert's problem and the ascent-to-rendezvous

guidance procedure.

As mentioned, the control of burnout altitude of the

spacecraft is not a necessary feature of the guidance equations,

and the guidance system can be operated in a mode which permits

the acquisition of a specified velocity vector witiaout the explicit

control of burnout altitude. When burnout altitude is not controlled,

it is predicted. The prediction of burnout altitude is performed

for the same reason that 0BO is predicted.

Anoti_er feature of the guidance technique is that ti_e

burnout attitude of the vehicle can be constrained to a specified

orientation. This feature may be of use during the terminal

rendezvous maneuver (Section 7.6).
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The ascent guidance equations are quite flexible because

they are completely explicit and can be operated in either a

controlled burnout altitude mode or a free burnout altitude mode.

In the constrained burnout altitude mode, the burnout altitude can

be arbitrarily specified - with the limitation, of course, that the

resulting boundary-value problem be physically reasonable.

It is interesting to list the LEM-powered flight phases

during which the ascent equations can be used and then determine

whether burnout altitude control is required, and if so what a

reasonable specification of burnout altitude might be.

The ascent guidance equations could be used for the

LEM IIohmann descent injection maneuver of Section 3.3 if no

engine throttling is performed. No burnout altitude control is

required for this maneuver.

The ascent equations are used for aborts during a lunar

landing maneuver. The abort powered maneuver would have the

objective of a direct ascent-to-rendezvous with the CSM

(Chapter 3). It is probably not necessary to provide burnout

altitude control for aborts which occur early in the landing phase.

In fact, it is rather difficultto change the altitude very much

when the burning period is short. The burning time would be

short for aborts which occur early after the landing maneuver is

initiated. If burnout altitude control is exercised for aborts

early in the landing phase, altitude increases could be accomplished

by an initial "vertical rise ''period in which the thrust is initially

pointed along the radius vector to the vehicle. While such thrust

regimes are fuel inefficient, a great deal of propellant is

available for early abort conditions.

For aborts which occur late in the landing maneuver,

altitude control is definitely required. Furthermore, burnout

altitude for an abort late in the landing maneuver might be specified

to be higher than for a normal ascent from the lunar surface if

282



the phase angle between the two vehicles is large and a direct

abort trajectory is required with a minimum specified perilune

condition. Approximately one foot is added to the perilune

altitude for every foot of added burnout altitude. There is,

however, AV a penalty for burning out at higher altitudes.

l..'mergency launches from the surface of the moon - in

particular emergency launches which occur before any re-

alignment of the IMU - require burnout altitude control for a safe

perilune. A higher than normal burnout altitude might be advisable.

If the emergency ascent is into a waiting orbit (the usual case),

a slight overspeed terminal velocity could be explicitly specified

to further guarantee a safe perilune trajectory.

There are two kinds of "non-emergency" ascents from

the lunar surface. The first is the direct ascent-to-rendezvous

trajectory, which is guided if the launch takes place within the

direct-ascent launch window. The second is the parking-orbit

ascent trajectory, which is used when it is too late for a direct

ascent. Direct ascent trajectories almost always have non-zero

cut-off flight path angles. The perilune location is sometimes

between the burnout position and the CSM intercept point, and

sometimes after the CSM intercept point. It appears reasonable

to regard the former kind of trajectory - the one in which the

sequence of events is burnout, perilune, and interception - as

being much more critical in respect to the perilune altitude than

the latter kind of trajectory - the one in which the events are

burnout, interception, and, if rendezvous is not accomplished,

perilune. For the latter kind of trajectory, either the LEM

main ascent engine or the RCS engines could be used in order to

rendezvous, and if rendezvous must be postponed for a reason

that does not involve the failure of both propulsion units, the

perilune altitude can be raised by increasing apolune speed.

It may thcrefore be advisable to increase the specified burnout

altitude for the critical direct ascent case in which the sequence
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of events is burnout, perilune, and intercept.

Finally, the ascent equations are used for ascent-to-

rendezvous from an intermediate parking orbit, if one is used,

for implementation of midcourse corrections, and for terminal

rendezvous maneuvers (Chapter 7). Burnout altitude control is

not necessary for any of these maneuvers.

6.2.2 Derivation of E Guidance Equations

The guidance equations for attaining specified values of

r, _', and v e (Fig 6.2) are first derived in this section. The

method of controlling r and v@ without restricting the final radius,

r, is then illustrated. Finally the prediction of the burnout

position vector _rBO is described.

The acquisition of the desired terminal values of radius

and radial rate is achieved by calculating an appropriate thrust

angle regime. The formula for the thrust angle regime contains

the terminal time T as a parameter. For each value of T a

solution thrust angle regime can be computed. Ifthe spacecraft

were flown according to this thrust angle regime, ti_eradius and

radial rate would attain the specified values at t = T. The precise

value of T which also makes the terminal value of v8 equal to its

desired value must be selected. The formula which contains T

as a parameter is first derived for computing the thrust angle

regime which satisfies the radius and radial rate boundary-value

requirements. The algorithm is then developed for finding the

value of T which simultaneously makes ve (T) equal to the desired

value of v o.

The steering law or guidance equation is a direct solution

to the equations of motion, and so the starting point for deriving

the radius and radial rate control law is the differential equation

of radial motion:

Y = -_/r 2 + v02/r +a T sina (6.1)
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The angle _, is defined in Fig. 6.4. ICquation (6. 1) states

timt the lotal (kinematic) radial acceleration is equal to the sum

of the gt'avitational acceleration, centrifugal acceleration, and

radial component of thrust acceleration. Since aT (t) is a function
of time and not directly controllable in the IACM ascent stage,

(t) must be chosen so that it makes the terminal radius and

radial rate equal to their specified values at time T.

r (T) =r D (6.2)

_" (T) =_'D (6. :_)

in deriving an _ (t) program which satisfies Eqs. 6.2 and 6. 3, it

is convenient to initially concentrate on Y (t). The currenl radius

and radial rate are denoted at the present time, to, by

rl (t°)l =

r (to))

given current values

of radius and radial rate

(6.4)

]::quations (6. 1 - 6. 4) constitute a two-point boundar3_-value

problem. It is required to find an efficient _ (t) which causes

the vehicle to move from the initial boundary point, represented

by t'.'q. (6.4), to the desired terminal boundar)" point, represented

by t£qs. (6.2 - 6. 3). Having computed this solution, _: (t), _(t)

is chosen so that the sum of the three sources of radial acceleration.

namely gravitational, centrifugal, and a T sin _ (t), is equal to

the solution Y (t).

The solution _: (t) must satisfy the following pair of integral

equations which are obtained by simply integrating [: (t) between

the current time t and the terminal time T, and substituting the
O

initial and final boundary conditions into the resulting integral

equations.
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T

I) - to' = Yt (t) dt (6.
O

r D r - r" T = "_; (s) d t (6.6)
o o go to to

The following notation has been introduced in Eqs. (6.5)and (6.6)

b ° =} (t o) (6.7)

r ° = r (t o ) (6. a)

T = T - t (6.9)
go o

The description of the boundary-value problem had a second-

order differential equation, Eq. (6. 1), which was coupled with

the differential equation /'or v 0 through the centrifugal ac<:cleratiou

term and four auxiliary boundary conditions, f{q. 6.2-6.4. Equations

(6. 5 and 6.6) are superior in tile sense that they arc self-conta_ned;

the boundary conditions are inherently contained in this pair or"

equations. These equations constitute a pair of simultaneous

linear integral equations from which the solution function of time,

'_; (t), must be determined. The solution of a pair of simultaneous

integral equations is not simple. InfactEqs. (6. 5 and 6.6) do not

even uniquely determine _ (t). There are an infinite number of

functions, _ (t), which can satisfy Eqs. (6. 5 and 6.6); and some

other" condition or conditions must be imposed before _" (t) is

uniquely determined. The additional conditions desired are

T

(t) dt =Minimum (6. 10)a T
t

O
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and

v o (T) = Vo, D (6.11)

This formulation of the problem is too difficult to solve directly.

The problem, so posed, belongs to a very difficult class of

problems known as multidimensional, non-linear, variational,

two-point boundary-value problems. Many researchers are

attacking these problems. So far, the most fruitful results have

been in the area of numerical optimization techniques based on

the method of steepest ascent. These methods are not presently

applicable to real-time explicit guidance of space vehicles,

however, for the construction of one steepest ascent steering

program might require a half-hour of computation time on a

large scale, high-speed digital computer. A relatively simple

steering law can be synthesized which satisfies Eq. (6.11) and

comes very close to satisfying Eq. (6.10). Consideration of

Eqs. (6.10)and(& ii), is deferred for the present time and some

other means of making Eqs. (6.5)and(6.6) uniquely determine

a solution'_ (t) is attempted.

The difficulty of using Eqs. (6.5)and(6.6) for directly

solving for '_(t) is that _ (t), regarded as expanded in a generalized

Fourier series, has a infinite number of degrees of freedom.

Equations (6.5)and(6.6) can determine only two of the undetermined

coefficients,leaving an infinite number of undetermined Fourier

coefficients. If the form of _ (t) could be restricted to two degrees

of freedom, Eqs. (6. 5)and(6.6) would uniquely determine the

solution _ (t). By specifying that

(t) = c 1 Pl (t) +c 2 P2 (t) (6.12)

where c I and c 2 are two undetermined coefficients and Pl (t) and

P2 (t) are two pre-specified linearly independent functions of time,

(t) is restricted to two degrees of freedom, and Eqs. (6.5)and(6.6)
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become a pair of simultaneous linear algebraic equations, which

can be readily solved for cI and e2. It might be noted that }t(t),

as defined in Eq. (6.12), has two degrees of freedom because

the determination of two arbitrary constants, cI and e2, completely

fixes and determines _ (t). Substituting the two-degree-of-

freedom _ (t) into Eqs. (6. 5)and(6.6) yields

_'D - _o =fll Cl + f12 c2 (6. 13)

rD - ro - _o Tgo = f21 Cl +f22 c2 (6. 14)

where T

= _ Pl (t) dt (6.15)fll t
o

T

= S P2 (t) dt (6.16)f12 t
o

= S Pl (s) ds dt (6.17)
f21 to to

For example,

T[stj= _ P2 (s) ds dt (6.18)
f22 to to

if Pl (t) and P2 (t)are specified as follows:

Pl (t)= 1 (6.19)

P2 (t) = T - t , (6. 20)
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Eqs. (6. 13)and (6. 14) become simply:

2 2) c2_D- _o = Tgo Cl _ (Tgo/ (6.21)

rD - ro _o Tgo = (Tgo2/2) c 1 +(Tg:/3) c 2 (6.22)

Then, in vector-matrix notation, the solution for c 1 and c 2 is:

c 1

!

4/T
go

2
-6/T

go

2
-6/Tg o

12/T 3
go

(_D- _o )

rD - ro -_o Tgo_

(6.23)

It should be noted that the time-to-go, T
go,

T minus the current time t :
O

is the terminal time

T =T - t (6.24)
go o

The quantity (rD - _o ) is the current deviation of the radial

velocity from its desired value. The quantity (r D - r ° - _o Tgo)

can be regarded as the "effective" deviation of the radial displace-

ment. Both of these quantities must be driven to zero by t = T.

The matrix in Eq. (6.23) whose elements are functions of T
go

maps the separation between the current and desired boundary

conditions into the coefficients c I and c 2. From Eq. (6. i) and

Eq. (6. 12), it is required that

2 /r +a T sin a (6.25)Cl Pl (t) + c2P 2 (t) =-p/r 2 + v 0
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since the sum of all the radial acceleration terms must be equal

to the solulion'_" (t). Since only _(t) is directly controllable,

a(t) must be chosen to satisfy Eq. (6.25). Thus:

inli  , t 2 t= - v 0 1 P2 (6.26)

Equation (6. 26) yields the solution thrust angle regime. The

coefficients c 1 and c 2 are computed from Eq. (6.23).

The matrix which maps the deviations in the boundary

conditions into the coefficients c I and c 2 plays a very important

role in the formulation and computation of the solution thrust

angle regime. This matrix has been called the E matrix, because

it allows the solution thrust angle program to be expressed as an

explicit function of the separation between the current values of

the boundary conditions and the desired values of the boundary

conditions. Ti_e designation E Guidance results from this K

matrix.

The form of the elements of the E matrix depends on the

functions chosen for Pl (t) and P2 (t). The functions ciloscn for

Pl (t) and P2 (t) in Eqs. (6. 19)and(6.20) were for illustrative

purposes. Thus the E matrix in Eq. (6.23) is only an example,

and the choices made in Eqs. (6.19)and(6.20) are not necessarily

the final or best choices.

The choice of functions for Pl (t) and P2 (t) is based on two

considerations: 1) The fuel efficiency of the resulting steering

law, and 2) the computational simplicity of the resulting E matrix.

The elements of the E matrix in Eq. (6.23), which arose from

choosing the Pl (t) and P2 (t) in Eqs. (6.19)and(6.20), are seen to

be extremely simple. The simplicity is not surprising, since a

constant and a linear function of time are very simple linearly

independent functions of time. The functions tt_at were used

for the examples presented in this section were not as simple
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as those in Eqs. (6.19)and(6.20), but they have been shown to be

very satisfactory from the viewpoint of the fuel efficiency of the

resulting steering law.

It might be noted that as T becomes vanishingly small,
go

the elements of the E matrix increase without bound. Of course,

under ideal conditions, the separations in the boundary values

simultaneously disappear and cI and c2 do not "blow up" Under

practical conditions, the separation in the computed boundary

values becomes negligible, but does not approach zero as T
go

becomes vanishingly small. Consequently, as T becomes
go

vanishingly small, the negligible but non-vanishing errors in the

boundary conditions require an infinite thrust effort for correction,

and cI and c2 do blow up. This undesired behaviour of the E

matrix and cI and c2 is avoided by simply not recomputing the E

matrix and cI and c2 during the last few seconds of powered flight.

Equations (6.23)and(6.26) are repeatedly computed during

a powered maneuver. The values cI and c2 do not change,

however, if the thrust vector orientation command is perfectly

implemented and if the initial prediction of T is never altered.

Even under practical conditions, if certain key quantities are

properly smoothed, if the rocket thrust is nearly constant, and

if the control system is functioning properly, the coefficients

change rather slowly. Thus Eq. (6.26) can be used for many

seconds without updating of cI and c2. Because of the validity

of this procedure, it is acceptable to omit recomputation of e 1

and c2 in the terminal seconds of powered flight.

Before leaving the subject of radius and radial rate control,

an illustration is presented of how the choice of an appropriate

_{ (t)program can control the terminal values of R and l_. Figure

6. 5 illustrates a hypothetical boundary-value problem where:

R (0) = 1 _ Initial Boundary

I_ (0) = 2 _ Condition (6.27)
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t{ (T) =H D = 11

(T) D : 0

If it is specified that

_ Desired Terminal

Boundary Condition
(6.28)

H (t) =a F bt , (6.29)

the coefficients a and b can be selected to satisfy Eqs. (6.27)and

(6.28). These coefficients are evaluated by substituting T, which

in ti_iscase is i0, into the equations for R (t) and l_ (t) and solving

the resulting equations for'a and b. It can be verified that for

this particular boundary-value problem, b should be zero and

the value of a should be a small negative number. The resulting

H (t)and ]_ (t) curves are shown in Fig. 6. 5.

6. 2. 3 The Determination of T

An algorithm is required for computing the required value

of terminal time T. T is chosen to satisfy the following equation:

v O (T) = VoD (6. 30)

FiKure 6. 6 indicates that the terminal value of specific

angular momentum h is used as the basis for choosing T, rather

than the terminal value of v0. The two quantities are really

equivalent since

h = r v 0 (6.31a)

and the terminal value of r is either controlled or predicted. It

is preferred to work with h rather than v 0 because the specific

angmlar momentum is described by a simpler differential equation

than the horizontal component of velocity.
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Figure 6. 6 shows that the computation of _(t) and T

constitutes an iterative loop. The computation loop is started by

guessing a value for T. The radius and radial rate control

equations, Eqs. (6. 23) and (6. 26) for example, are then used to

compute c_(t). On the basis of c_(t), T and the differential equation

for h, an improved value of T, is computed in the block labeled

"Specific Angular Momentum Control". In practice, an accurate

value for T is established in one or two passes through the entire

loop. It is the contents of the block labeled "Specific Angular

Momentum Control" that is now described in detail.

The determination of T is, of course, equivalent to the

determination of T It is sometimes more convenient to
go

think in terms of T rather than T, and whichever concept is
go

more convenient is used in the following description.

The differential equation of specific angular momentum

is particularly simple:

dh/dt = r a T cosc_ , (6. 31b)

but it is still difficult to integrate directly. Integrating Eq.(6. 31b)

would be helpful, if it were possible to perform the integration.

Such an integration would be between the current time t o and the

proper terminal time T.

T

h(T) - h ° = St r a T cosa dt (6. 32)
O

But if T is the correct terminal time:

and

h(T) = h D ,

T

hD - h° = _t

0

r a T co sa dt

(6. 33a)

(6. 33b)
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If all the factors in the function un(ler the integral sign in Eq. ((i. 33b)

['or t < t < rl" are known, and direct integration of this function is
o

possible, the resulting algebraic equation for T can be solved.

Un['ortunately, all timse conditions cannot be satisfied.

The primary difficulty in integrating the specific torque is

the factor cosa(t) . This factor is very complicate(].

cosc_(t) = - /r -v 0 /r+clPl(t)_-c2P2(t /a (6. 34)

To permit at least a step toward integrating the specific torque,

Eq. (6. 34) is defined as the difference between an easily integrab]e

term and a correction term.

rcosaa T = rDa T - Mc (6. 35)

Then the differential equation for specific angular momentum

b (_co 1_ es :

dh/dt = rDa T - 5,1 (6. 36)c

A simplification will result in the ensuing derivation if the origin

of the computation time axis is considered to be located at the

current instant. Thus t : 0 is the present time. Integrating

Eq. (6. 36) between t = 0 (the current time) and t -- Tg ° (the

correct terminal time on the present computation time axis)

results in:

h D - h ° = - rDv e in (1-Tg °/"r) - h c , (6. 37)

where
T

h c = Mc dt (6. 38)

and

"r = Ve/aT(0) (6. 39)
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A more detailed derivation of Eqs. (6. 36) through (6. 3,9)is

presented in Appendix B. Eq. (6. 37) is next solved for the

Tg ° which occurs in the argument of the natural logarithm in

Eq. (6. 37). The result has the following form:

E-Tg ° 1 exp (h D h ° (6.40)

The only unknown term on the right-hand side of Eq. (6. 40)is h c

A method for accurately estimating h c is next developed. A

rough estimate of hc,(he, n where initiallyh = 0), is usedc, 1
in Eq. (6. 40) to obtain an estimate of T referred to as

go'
T .The subscript "n" indicates the nth estimate in an

go, n
iterative loop. Thus, the next improved value of T will be

go

Tgo, n_l " This estimate of Tg ° is used to determine a thrust

angle regime which satisfies the specified radius and radial rate

boundary conditions. The spacecraft is then flown (mathematically),

for Tgo, n seconds according to the calculated thrust angle regime,

and the final specific angular momentum, hf, n is observed. If

hf, n is not equal to hD, h is modified to obtain a better estimatec,n

of the correct h c A logical equation for computing an improved

estimate of h is:
C

h D - ÷ h (6. 41)he, n+l = hf, n e, n

With the improved estimate of h e obtained from Eq. (6. 41), an

improved estimate of Tg ° is computed from Eq. (6.40) along

with a new thrust angle regime using the new estimate, T
go, n+l '

for T After another hypothetical flight of the spacecraft, the
go

new final specific angular momentum, hf, n+l ' is computed and the

process of obtaining an improved estimate of h and T is
c go

repeated. The eventual convergence of this process depends on

the derivative of the right-hand side of Eq. (6.40) with respeet

to T The magnitude of this derivative must be less than one
go

for convergence. Since h e is the only term on the right-hand
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side of Eq. (6. 40) which is a function of T the conver'gencego'
and speed of convergence of the iterative process depend on the

derivative of hc with respect to Tg° It has been found that hc
varies only slightly with respect to Tg° , and consequently the

process just described converges very rapidly. Thus:

hf, n-_ hD(f°r n = 1,2,...) , (6. 42)

and the correct value of T is finally established.
go

A physical interpretation of this numerical process is

illustrative. Assume that the rate of change of specific angular

momentum had been approximated as follows:

dh/dt _ r D a T

EvidentIy, the specific torque in Eq.

since

r eosa < r D (in general)

(_. 43)

(6. 43) is overestimated

(6. 44)

That is, the torque lever arm is in general shorter than the

estimate, r D , in Eq. (6. 43). The most important effect comes

from the fact that:

coso_ < 1 (generally), (6. 45)

and thus torque is "lost".

and T determined:
go

Tgo_ "r(

Nevertheless, Eq. (6. 43) is integrated

1 exp[-(hD- ho)/rDVe] } (6.46)

Equation (6. 46) computes too short a time-to-go because it is

based on a torque lever arm of r D , which is greater than the

actual torque lever arm. Torque is "lost", principally because

is not zero (note Eq. (6. 45)). Since specific torque is lost,
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the integral of specific torque, specific angular momentum, is

also lost. _'Lq. (6. 46) can be corrected by adding an estimate

of the loss of specific angular momentum to the term (h D - ho).

The loss of specific angular momentum is defined as the defi-

ciency in specific angular momentum due to the fact that the ac-

tual torque lever arm is less than r D. If the estimate of the loss

of specific angular momentum is denoted by hc, n and added to

(h D - h o) in Eq. (6.46), the Tg ° becomes-

I
!

- -(h D + h n)/rD v (6.47)Tg o _ T i exp - ho c, e

This time-to-go is then used in order to determine the vehicle

trajectory for the computed number of seconds using the thrust

angle regime calculated for this particular value of time-to-go.

In addition, assume that the resulting final specific angular

momentum is not equal to h D. It is then concluded that the

estimate of how much specific angular momentum would be

lost was incorrect. Denoting the final specific angular momentum

by hf, n the error in final specific angular momentum is calculated.

The error in the final specific angular momentum is:

h D - hf, n (6.48)

Evidently the momentum loss was not estimated correctly and

was off by approximately the value in Eq. (6.48). This "loss"

found in Eq. (6.48) is then added to the first guess at the loss

to obtain a better guess-

h = h D- + h (6 49)c, n+l hf, n c, n

Equation (6.49) is seen to be the same as Eq. (6.41).

If an algorithm can be synthesized for predicting the

final specific angular momentum which would result from a

given guess at Tg o, then an improved estimate of Tg ° can be
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computed. There are many possible approaches to designing a

final-specific-angular-momentum predictor. The approach

developed here offers certain computational advantages, can

be made almost arbitrarily accurate, and also is relatively

simple. The development is based on a Taylor's series expansion.

This function appears nearly linear when plotted, and consequen-

tly the series expansion can be truncated after a few terms.

Consider the function:

H(t) = exp

This can be expanded in a Taylor's serzes

the current time:

I

/ rDVel (6.50)
J

expansion about t = 0,

H(t) = H(0)+ I_I(0)t + H(0)t212 + H(3)(0)t31 6 + H(4)(0)t4124+.

If this expansion is evaluated for t = T
gO, n'

obtained:

H(Tgo, n ) = exp {-(hf, n

(6.51)

then the following is

- h o) ] rDVel
(6.52)

The coefficients of the powers of T are evaluated in Appendix C.
go, n

Next consider the following expression:

I - + h n}/rDVe]= exp[-(h D - ho)/rDVe]eXp [-t_c,n/rDv eexp -(h D h ° c,

(6.53)

The equality in Eq. (6.53) is due to the law of multiplication of

exponential functions:

x+y x e ye = e (6.54)

Eq. (6.53) is now divided by Eq. (6.52):
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The right-hand side of Eq. (6. 55) is also:

t hc, n)/rI)Ve]

(6. 55)

- _ h )/rDVel = exp(-h /rDv e) (6. 56)exp -(h D hf, n c, n c,n÷ 1

A better estimate of T T can now be calculated from:
go ' go, n_l '

From Tgo, n+l ' a new thrust angle regime can be determined
along with the new coefficients H(0), _t(0), _(0), etc. [t(T

go,n+l )

is next calculated and Eq. (6. 55) and Eq. (6. 57) again used in

order to obtain T
go, n+2 "

While other means of predicting hf, n and obtaining

Tgo, n+l are feasible, the procedure presented here has the

following three advantages:

1) The function expanded in a Taylor's series is nearly

linear,and consequently, abrupt truncation of the series

is permissible. This would not true if h(t),for example,

were expanded.

2) By expanding H(t) as it is defined in Eq. (6. 50), the

right-hand side of Eq. (6. 52) is obtained when the

expansion is evaluated for T Note that the
go

exponential in Eq. (6. 52) is obtained directly and it is

not necessary to evaluate an exponential function.

3) After an accurate value of T is found, a good estimate
go

of the value of exp (-he/rDv e) at some succeeding time

(one computation cycle later, for example) can be found

by decrementing Tg ° by the elapsed time, 5Tg ° , and

performing the following calculation:
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hclrovl:[iIT o lexpI hl,holIrDvo]
(_.58)

where h is the new (present) specific angular momentum.
o

Eq. (5. 58) is obtained by algebraic manipulation of _Eq. (6. 57) whJle

dropping the subscript notation. The fact that at any instant

following tileinitial accurate estimation of T , a good estimate
go

of exp (-he/rDv e) can be obtained is very important. It means,

in practice, that after the initiation of powered f]ight only a pass

and a half through the iterativeloop is necessary. In order to

describe clearly the steps which occur in the guidance computer

during any computation cycle following the first, the following

sequence of steps is summarized.

The Computational Steps Involved in Computing

(t) and T
go

i. Compute the present state vector, r and v.

2. Perform the eornputation in Eq. (6. 58).

3. Compute the required thrust angle regime, _(t), using

T _T for the current T The thrust angle
go go go

regime_(t) is obtained from Eqs. (6. 23) and (6.26) .

4. Calculate the coefficients in Eq. (6. 51), namely H(0),

[_(0), etc., as shown in Appendix C.

5. Evaluate the right-hand side of Eq. (6.51), using T =

Tg O - 6Tg O and obtaining exp [-(hf- ho)/r Dve]

(Note Eq, (6. 52)) .

6. Perform the calculation illustrated in Eq. (6. 55), obtaining

thereby a better estimate of exp (-hc/rDv e) (Note Eq. (6. 56)).

7. Use the better estimate of exp (-he/rDv e) in Eq. (6. 57) in

order to obtain an accurate value for T
go

8. Using this accurate estimate of T , find the thrust angle
go

regime corresponding to the accurate T
go

9. Finally, compute the pitch command on the basis of this

last computed_(t). If T is smaller than [, count down
go

the time and issue the thrust termination command.
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6. 2. 4 Controlling the Injection Velocity Vector Without

Controlling The Injection Altitude

The derivation of the radius and radial rate control

equations required satisfying both Eqs. (6. 5) and (6. 6). Evidently,

Eq. (6. 6) does not have to be satisfied if it is not necessary to

control injection altitude. Since Eq. (6. 5) can determine only

one degree-of-freedom, the appropriate definition of _(t) is:

i_(t)= ClPl(t) (6. 59)

Substituting this definition of _(t) into Eq.

Consequently:

(6. 5) yields:

T

_D - _0 = ClS t Pl(t) dt
0

(6.6o)

Cl = (_D - _0 Pl(t) dt (6.61)
t o

If Pl(t) is defined as follows:

Pl(t) = 1 (6. 62)

c I becomes

c I = (_D - _0)/Tgo (6. 63)

Another possible choice for Pl(t) is"

Pl(t) = a 0 + al(T - t) (6. 64)

where a 0 and a 1 are arbitrary pre-specified constants.

Cl = (rD - r0 )/(a0Tgo + al T2go /2)

Then:

(6. 65)
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This is an interestin_ choice of l)l(t)because a0 and a I (,an be

adjusted in pre-fli_ht simulations in order to optimize fuel

consumption.

The definition of Pl(t) can be generalized to:

Pl(t) = a 0 _ a I(T - t) 4_a2(T - t) 2 v ... _ a n(T-t) n (6. 66)

c 1

The appropriate cI is then:

=(_D - {_0)/ [a0Tg ° _alT2 Tn_l ]go/2 ÷ "'" _ an go /(n _- 1)
(6. 67)

It should be evident that Pl(t) can be developed in pre-flight

simulations in order to make the in-flight performance arbitrarily

close to optimum. Furthermore, the in-flight boundary-value

solution is always exact. (The present discussion on optimization

also applies to the case where radius is controlled. )

A review of the computation steps performed in the

computer when VBO only is controlled is as follows:

1. An initial guess at T is made.
go

2. e 1 is computed from Eq. (6. 67)

3. The thrust angle with respect to the local horizontal is

computed using:

o_(t) sin-l_[_/r 2 + clP 1 ]

4. The burnout radius of the spacecraft is predicted. (The

prediction equation was derived by finding the second

integral of Eq. (6. 59) with Pl defined as in Eq. (6. 66). )

= Tgo_ 0 [ "'" T n_-2 ]
T 2 /2 + a /(n + 2) (6 69)

rBO r0 + + Cl a0 go n go "
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5. The estimate of T is refined by the equations which
go

control the final value of specific angular momentum.

6.2.5 Powered Ascent-to-lntercept Guidance

The steering equations described in Section 6. 2.4 are

used in order to inject the LEM into a parking orbit. These

equations are also employed in order to establish the appropriate

initial conditions for a coasting trajectory which intercepts the

CSM. The velocity vector, required for a spacecraft to

free-fall from point A to a given point B in a specified time is

called the Lambert velocity vector. Evidently, at any point A

where the LEM thrust is terminated, the LEM must possess

the Lambert velocity vector and the CSM must be on an orbit

such that it will also arrive at point B in Tff seconds. Point A

is not constrained, but it must be known because of the fact that

the Lambert velocity vector is a function of A, B, and Tff. In

vector notation, the burnout position vector of the LEM at point

A is denoted by rBo,and the point at which the LEM will intercept

the CSM is denoted by_rCM (TOF). The time of LEM free-fall

from rBO to _rCsM(TOF) is denoted by Tff .

It is convenient to locate the origin of the time-axis at

the instant of nominal (intended) engine ignition, i.e., at the

beginning of the direct-ascent-to-intercept window. Measured

on this time-axis, the time-of-intercept is TOF seconds (hence

the terminology that the point of intercept is f_CsM(TOF)). Note

that because of this convention:

TOF = engine ignition delay +

duration of powered flight +

duration of free-fall

The above equation must be constrained to be true if the LEM is

to arrive at ECSM at the right time. There is another equation

for TOF which is more convenient. This alternative equation

explicitly contains the remaining time of rocket burning, T
go'

at any instant of the powered flight.
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TOF = time elapsed since the instant of nominal

engine ignition

time-to-go till thrust termination +

duration of free-fall

The aim point EcM(TOF) is chosen during the pre-launeh

procedures as described in Section 5. 4. The desired time of

arrival, TOF,

and related by:

and the time of nominal engine ignition are known

_- (6. 701
TOF =t + Tg ° , Tff ,

where:

t time that has elapsed since the instant of

nominal (intended) engine ignition

T : time-to-go until burnout
go

During the powered ascent maneuver, Tg ° and Tff are chosen in

order to satisfy Eq. (6. 70). There is no direct constraint on

the duration of powered flight, now is there any direct constraint

on the duration of free-fall; but the sum of these times and the

engine ignition delay (if any) is constrained according to Eq. (6. 70).

It should also be noted that:

t+T
go

engine ignition delay (if any) + duration

of powered flight

When the rocket thrust is terminated, the vehicle is by

definition at rBO . The vehicle must then coast to _rcM(TOF),

and Eq. (6. 70) must be satisfied. Suppose that at any instant

t during powered flight the vector rBO could be predicted. If

the remaining time of rocket burning Tg ° could also be predicted,

then Eq. (6. 70) could be solved for Tff , the only remaining

unknown in the equation:

Tff = TOF - (t + Tg o) (6. 71)
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All the quantities required to make the solution to I,ambert's

problem well-defined are now available. These quantities are

_rBO , rCsM(TOF) and Tff. A subroutine which gives the

solution to I,ambert's problem can be interrogated in order to

find the vertical and horizontal components of the Lambert

velocity vector. The E guidance equations can be used to achieve

the required Lambert velocity vector. Of course, the E guidance

equations are also used to predict T The only computational
go

elements required in addition to the E guidance equations are

the Lambert subroutine and therBo predictor. TherBo

predictor turns out to be quite simple as described in Section

6.2.6.

Since rBO is not initially known, it must be estimated.

The present position £(t) can serve for the first guess. The

time-to-go is also initially guessed. The starting value is not

critical. Then Eq. (6. 70) can be evaluated for Tff and the

Lambert subroutine interrogated to find the required intercept

velocity vector. In the next step the E guidance equations

develop the correct thrust angle regime and T to achieve
go

the Lambert velocity vector. The outputs of the E guidance

equations are used as inputs to the rBO predictor in order to

predict_rBO accurately. Note, that all these steps constitute

one complete cycle through an iterative loop. Several cycles

through this loop develop mutually consistent and accurate

values ofrBo , {_k ' Vex' Tgo ands(t). Figure 6.7 depicts in

block diagram from the ascent guidance system and guidance

computation loop.

6.2. 6 Burnout Position Prediction

In order to compute v0x and rX ' the horizontal and

vertical components of the Lambert velocity vector, it is

necessary to predict the burnout position vector of the space-

craft. Since the vehicle is constrained to lie in a specific plane,

the burnout position vector prediction is a planar problem. If
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burnout altitude is constrained, only 0BO or, equivalently, 0go

need be predicted. If burnout altitude is not constrained, then

both rBO and 0BO must be predicted. The equations for pre-

dicting rBO have been developed in Section 6.2.2. The equations

for predicting O , the central angle which will be traveled during
go

the remaining time of burning, will be developed in this section.

The 0 prediction equations can be made almost arbitrarily
go

accurate. There is no point,however, making the mathematical

analysis more accurate than the assumed model for the vehicle

on which the prediction is based. The following predictor is

biased toward simplicity.

For this derivation, the origin of the time axis is assumed

located at the current instant. Suppose that 0(t) is represented

as a quadratic function of time:

0(t) = a0 + aI t + a2 t2 (6. 72)

and that it is desired to evaluate the a.'s so that 0(t), as defined
i

in Eq. (6. 72), is satisfied by the known values of G° , 0"o ' and

0f. The quantities 0o ' _o ' and 0f are respectively the current

value of angular rate, the current value of angular acceleration,

and the burnout (final) value of angular rate. It can be shown

that:

a0 = (}o (6. 73)

a 1 = _ (6.74)

a2 -- (0f - 0o - _oTgo)/Tgo (6. 75)

The right-hand sides of these equations are easily evaluated.

= h /r 2 (6. 76)
O o O
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"°o TM  o/r2o - ho/r (6. 7V)

0f = hD/rD 2 (6. 78)

Equation (6. 72) can be integrated between the current time t = 0

and the terminal time t = T as follows:
go

0f - 0 ° =a0Tg o÷alT2 /2 _- a2T2 /3go go
(6.7,9)

Og ° = Of - 0 ° (6. 80)

These equations for predicting 0 are seen to be quite simple.
go

A more accurate, slightly more complicated, 0 predictor can
go

be designed by defining 0(t) as follows:

0(t) = a0 4 alt * a2 t2 _ a3 t3 (6.81)

and using the known value of 0 (3) or O" in order to evaluate the
o f

additional a.. It is evident that the prediction of 0 can be
1 go

made arbitrarily accurate by assuming higher and higher order

polynomials for 0(t) .

6.2. 7 Control of Spacecraft Burnout Attitude

It is possible to synthesize a thrust angle regime which

results in the attainment of specified values of burnout radius,

radial rate, and radial acceleration. Controlling the terminal

value of radial acceleration is equivalent to controlling the

burnout attitude of the vehicle.

During the terminal rendezvous maneuvers (Section 7. 6)

it may be desirable to control the burnout attitude as well as the

burnout velocity vector of the vehicle. The equations for per-

forming these functions are derived as follows_
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The differential equation of radial motion is:

2/r+a Tsins (6. 82)Y = _./r 2 v o

It is necessary to satisfy this equation as well as the two terminal

constraints:

r(T) = _D (6. 83)

_(T) = _D (6. 84)

Since there are two equations of constraint,

freedom _(t) is in order:

r(t) = clPl(t) + c2P2(t)

a two-degree-of-

(6.85)

where, as before, Pl(t) and P2(t) are simple, pre-specified,

linearly independent functions of time, and c 1 and c 2 must be

chosen to satisfy Eqs. (6.83) and (6.84). With reference toEq.

evaluating each side of the equation at t = T, yields:

(6. 82),

2 2
r(T) = -U/rBO ÷ VOD/rBO + aT(T) sin_D (6. 86)

All the quantities on the right-hand side of Eq. (6. 86) are known.

It is convenient to use the symbol _'D for the right-hand side of

Eq. (6.86) . Then Eq. (6.86) is equivalent to:

*_(T) = "i=D (6. 87)

Thus the two equations of constraint for F(t) are:

_D = ClPl(T) + c2P2(T) (6.88)

T T

_'D - _0 =Cl _ Pl(t) dt +c2_ " P2(t) dt (6.89)

to to
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Suppose Pl(t) and P2(t) are chosen as follows"

Pl(t) = 1 (f_. 90)

Then Eqs.

P2(t) = T-t (6. 91)

(6.88) and (6.89) become:

_D = el (6. 92)

_'D _0 = TgoCl 4-(T2go/2)c2 (6. 93)

Solving these equations for c 1 and c 2 yields"

Cl = _D (6. 94)

o- 2
c2 = (_D - _0 - TgorD)/(Tgo/2) (6. 95)

The desired thrust angle profile is:

or(t) = sin 1 /r2-V0/r÷clPl(t)+c2P2(t)l /a T (6. 96)

This expression now appears the same as the expression derived

in Section 6.2.2 on radius and radial rate control. The c I and c 2

are different, of course.

6. 3 T_pical Powered Ascent Trajectories

The characteristics of typical powered ascent maneuvers,

controlled by the explicit guidance equations presented in the

previous section, are illustrated in Figs. 6.8 through 6. ii. The

trajectory characteristics shown in Figs. 6. 8 and 6.9 are for an

aim point condition less than 180 degrees from the landing site

(Section 5.4). After a i0 second vertical rise period, the
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powered ascent maneuver was controlled to a burnout altitude

of 60,000 feet with an injection velocity that would place the I,EM

on an intercept trajectory with an aim point 163. 5 degrees from
the landing site. Figure 6.8 is an altitude-time profile of the
powered ascent maneuver. This maneuver lasted 421 seconds

and covered a 164 nm ground range from launch point to injection.

The injection velocity was 5576 ft/sec at a flight path angle of

0. 26 degrees above the local horizontal. The initial LEM weight
was assumed to be 10, 500 pounds for this maneuver. The

maneuver was controlled by the non-gimballed ascent engine which
had a constant thrust of 3500 pounds at a specific impulse of

306 seconds. The commanded thrust angle profile is illustrated
in Fig. 6. 9. After the initial i0 second vertical rise, the I,EM

was pitched at its maximum attitude rate (I0 degrees/second)

until the thrust attitude commanded by the explicit ascent guidance

equations was achieved. As shown in Fig. 6. 9, the commanded

thrust attitude was slowly varied relative to the initial coordinates

at launch until injection. Since the powered ascent trajectory

covers a central angle of i0 degrees, the thrust attitude at burn-

out is about i0 degrees below the local horizontal. The ascent

trajectory after cutoff covers a central angle of 153. 5 degrees

to the desired aim point on the CSM orbit with a free fallflight

time, tFF , of 2963 seconds. The relative closing velocity

between the CSM and LEM vehicles at the rendezvous aim point

is 140 ft/sec for this particular ascent trajectory. The perilune

altitude of the ascent trajectory is at 59,433 feet and occurs after

the rendezvous aim point since the injection flight path angle

was positive. It might be noted that this ascent trajectory would

be located in about the middle of the possible direct ascent launch

window for the trajectory case of less than 180 degree central

angle as described in Section 5.4. The phasing angle 0o between

the two vehicles at ascent injection was 8. 5 degrees for the

maneuvers presented in this section.
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Figures (;.10 and 6. ll illustrate similar powered ascent

maneuver characteristics for an ascent trajectory that covers a

central angle of greater than 180 degrees. The maneuver of

Fig. 6. i0 has a slightly different altitude-time profile than that

of Fig. 6.8, since the injection velocity is 5580 ft/sec at a

negative flight path angle of 0. 18 degrees. The commanded

thrust angle profile of Fig. 6. II is virtually identical to that of

Fig. 6.9 for the scales involved. Both ascent maneuvers required

essentially the same time (421 seconds). The 213. 5 degree

ascent trajectory resulted in a final rendezvous relative velocity

of 148 ft/sec. A perilune altitude of 59, 540 feet occured between

the injection and rendezvous maneuver in this case. The particular

aim point chosen for the trajectory of Figs. 4. I0 and 4. Ii was

again near the mid point of the direct ascent launch window.

It should be noted that the powered ascent maneuvers

presented in this section assumed no LEM vehicle attitude

dynamics other than the maximum i0 degree/second attitude rate.

The resulting unpowered ascent trajectories from the two powered

ascent maneuvers of Figs. 6.8 through 6. Ii will be described in

Section 7. 4. 3 for the following rendezvous midcourse correction

phase.

Figure 6. 12 illustrates typical relative phasing conditions

between the CSM and LEM vehicles at the ascent ignition and

cutoff points of the powered ascent maneuver. The injection phase

angle, 00 , of 8. 5 degrees was chosen to represent launch condi-

tions approximately in the center of the possible direct ascent

launch window.

6. 4 Effects of Delayed Launch Time.

Figures 6. 13 and 6. 14 summarize the ascent trajectory

AV and perilune effects resulting from delayed launch times from

that illustrated in Fig. 6. 12. Figure 6. 13 is for the 153. 5 degree

ascent trajectory of Figs. 6.8 and 6. 9. With reference to Fig.

6. 13, it can be seen that as the launch tinJe is delayed, the required
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k

injection velocity, V 1 , increases slightly at progressively more

negative injection flight path angles, _i " The results shown in

Fig. 6. 13 are for a fixed time of arrival concept so that the free

fall time from injection to aim point is progressively reduced by

the amount of the launch delay. The terminal rendezvous velocity,

AV 2 , of Fig. 6. 13 increases more rapidly than V l with launch

delay time. The total launch and terminal rendezvous velocity,

AV T , of Fig. 6. 13 is the sum of the injection velocity V 1 ,

terminal rendezvous velocity AV 2 , and the AV loss during the

powered ascent maneuver which achieves the desired injection

velocity. _fhe additional characteristic velocity required during

the powered ascent maneuver is summarized in Fig. 6. 15 as a

function of injection flight path angle or final radial velocity, R.

The AVLost in this figure is defined as the difference between

the required injection velocity, V 1 , and the integral of the

thrust acceleration during the powered ascent maneuver controlled

by the equations of Section 6.2. Figure 6. 15 indicates that there

is approximately a i0 ft/sec difference for positive and negative

injection flight path angles over a normal direct ascent launch

window. The AV T column of Fig. 6. 13 indicates the increase of

the total ascent characteristic velocity requirement as a function

of launch delay. For the initial launch time chosen (00 = 8. 5o),

an 80 second launch delay approaches the 35,000 foot perilune

limit of Section 5.4 with a AV penalty of 112 ft/sec for the 0. 5

degree out of plane launch condition assumed in Fig. 6. 13.

Figure 6. 14 illustrates the effects of launch delays for

the ascent trajectory of Fig. 6. i0 and 6. ii. Figs. 6. i0 and 6. ii

result in a free fall central angle of 213. 5 degrees from a 0. 5

degree out of plane launch condition. With reference to Fig. 6. 14,

it can be seen that the required injection velocity V 1 and a

terminal rendezvous velocity AV 2 both decrease as the launch

delay increases. This is consistent with the examples of Section

5. 4 since the increases in injection phasing angle due to launch

delays for a central angle greater than I_0 degrees is approaching
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the minimum AV requirement. The minimum AV condition is

not reached, however, before the 35,000 foot perilune altitude

condition is reached at a launch delay of about 90 seconds from

the initial launch time chosen. It can be seen from Fig. 6. 14

that the launch delay interval involved for this particular trajectory

is near the minimum AV ease since a launch delay of 90 seconds

involves a difference in total AV of only 31 ft/see.

6. 5 G&N System Performance.

The one sigma injection uncertainties in the various position

and velocity components for typical powered ascent maneuvers are

illustrated in Fig. 6. 16. The first row in this figure summarize

the uncertainties due to IMU alignment and performance errors.

The final row summarizes the rss of IMU and initial condition

uncertainties.

The major factors contributing to the uncertainties of

Fig. 6. 16 are listed in Fig. 6. 17. Items 1 and 2 of Fig. 6. 17

summarize the initial position and velocity uncertainties of the

landing site. Items 3 through 6 summarize the performance of

the IMU acceierometers and gyros. Item 7 indicates that launch

timing was compensated for by the ascent guidance system when

it achieved the desired aim point injection conditions. A thrust

termination uncertainty of 0. 5 ft/sec was assumed for the ascent

engine termination conditions.

The IMU performance during the powered ascent trajectory

for the performance levels listed in Fig. 6.17 are summarized

in Fig. 6. 18. The major sources of IMU error for this phase

are due to Items 1 and 2, initial platform misalignment and

accelerometer bias. It was assumed in this example that the

initial rss alignment uncertainty, due to the lunar surface align-

ment and drift after alignment prior to launch, was at a level of

1 mr at the time of launch. The total rss of all IMU errors

shown in Fig. 6. 18 are those listed in Fig. 6. 16 for IMU
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The position and velocity error volumes at ascent injection

are illustrated in Fig. 6. 1,9. These error volumes were gener,a-

ted from the cor,r,elalion matrix at injection r,esul_ing from initial

condition and IMU performance uncertainties. The one. sigma

component values listed at the top of Fig. 6. 19 are the square

roots of the diagonal terms of the final correlation matrix and

are essentially equal to the overall r'ss injection uncertainties

listed in Fig. 6. 16. The injection uncertainty shown in Figs. 6. 16

and 6. 19 will be used as standard ascent injection uncertainties

in evaluating the rendezvous guidance technique described in the

following chapter.
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CHAPTER 7

HENDEZVOUS PHASE

7. 1 Rendezvous Phase Description and Objectives

The rendezvous maneuver consists of two phases, mid-

course and terminal. The midcourse rendezvous phase is ini-

tiated immediately after a powered injection from a surface

launch or aborted landing maneuver at typical ranges of 200 nm.

The objective of the primary G&N system for this phase is to es-

tablish a collision or intercept trajectory between the two ve-

hicles by a series of velocity corrections initiated at the longest

possible range. The terminal rendezvous phase controls the

acceleration of the rendezvousing vehicle such that the relative

velocity between the two vehicles is reduced to essentially

zero, as the relative range decreases to a desired terminal

separation distance. The terminal rendezvous phase typically

starts at a relative range of 5 nm, and ends at the docking con-

ditions currently chosen to be a 500 ft separation distance with

a closing velocity of 5 fps.

The midcourse rendezvous phase is also referred to as

the long range rendezvous phase, and the various computational

networks available to achieve the objective of this phase are

illustrated in Fig. 7.1. Under normal conditions, the LEM is

the active rendezvousing vehicle controlled by the primary G&N

units consisting of the rendezvous radar, the LGC and the IMU

as illustrated by the heavy lined network in Fig. 7. I. An identical

G&N network exists in the CSM which is used to monitor the

rendezvous trajectory and as a back-up guidance system if there

is a failure in the LEM primary G&N system. With reference

to Fig. 7.1, the optics on the gEM (AOT), or the scanning tele-
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scope (SCT) on the CSM, can be used with the primary G&N ren-

dezwms technique as a back-up to the r'endezw)us radars. The

two primary G&N systems are linked between the two vehicles

by the communication or data link system as shown for monitoring

and back-up purposes. The third netwo_'k shown in Fid. 7. 1,

consisting of the Manned Spaceflight Network (I).qIF) and star

occultations with the communication system to earth, provides

a furthc_' back-up system to the LEM or" CSM for establishing

an intercept trajectory between the two vehicles such that

te_'minal rendezvous could be accomplished by on-board systems.

An analysis of the performance of this third level back-up network

is described in Ref. 7. i.

The terminal rendezvous guidance networks existing on

both the LEM and CSM are illustrated in Fig. 7. 2. The primary

G&N system on both vehicles is essentially identical to that

used for the long range or midcourse rendezvous phase. The

back-up guidance networks, consisting of the rendezvous radar

with manual control, or visual and manual control from extended

docking conditions, represent further back-up modes of operation

and will not be discussed in this report. The guidance equations

and rendezvous technique considered for the primary G&N com-

putation network in both the CSM and LEM of Figs. 7. 1 and 7.2 are

presented in the following sections.

The guidance equations presented in Section 7. 2 are used

to control both the midcourse and terminal rendezvous maneuvers.

The basic guidance and navigation technique is the same as that

used during the translunar midcourse phases of the Apollo Lunar

Mission. This guidance technique is described in Her. 7. 2, and

was chosen for the rendezvous phases for the following reasons:

1. It is extremely flexible in that all ascent and abort

trajectories, (including CSM retrieval trajectories) can

be handled with any valid tracking data between the two

vehicles provided by radar or optics.
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2. Of the guidance techniques investigated, it provided

the best performance in achieving effective velocity cor-

rections at long ranges using the currently specified ren-

dezvous radar (Ref. 7.3). The first midcourse velocity

correction is typically applied between 5 and i0 minutes

after ascent or abort injection, thereby limiting the re-

quired midcourse and terminal rendezvous propellant re-

quirements.

3. Most of the guidance equations or computer subroutines

required for this system exist in the AGC as programs re-

quired for other phases of the Apollo Mission such as trans-

lunar midcourse and orbital navigation phases.

There are two major differences between the guidance

technique for the rendezvous andtranslunar phases. The first

concerns the input tracking or observation measurements. Tracking
radar data between the two vehicles is used in the rendezvous phase

rather than the optical star horizon or landmark measurements

used in the translunar navigation phase. For the specified radar

performance (l_ef. 7. 3), the tracking parameters that have proved
most useful in the rendezvous phase are range rate (f_) or range

(R), and the two tracking angles measured with respect to the IMU.

Other combinations of the six tracking parameters are possible,

but generally result in higher AV requirements. This includes

optical tracking angle data which can be used as back-up to the

rendezvous tracking radars, as indicated in Figs. 7.1 and 7.2.

The second difference between guidance technique for the ren-

dezvous and translunar phases is the necessity for estimating

tracking radar angle biases for the current performance and

installation tolerances in the long range midcourse rendezvous

phase. The estimating technique for these biases is the same

as that used for the navigation position and velocity deviations,

as described in Section 7.2.

In this chapter, a nominal mission is assumed in which

335



the I,EM is the active rendezvous vehicle controlling the maneuver

to tile CSM. It should be noted, that the guidance and navigation

equations presented in Section 7.2 are used in both CSM and LEM.

Either vehicle could be the active vehicle controlling the rendez-

vous maneuver, and under normal operations, each would solve

the same midcourse and terminal rendezvous problem so that

system operation could be monitored, and one guidance system

take over in the ease of an indicated failure in the other. This

type of operation is used primarily in the rendezvous phase of the

mission, but as pointed out in Chapters 3 and 5, this navigation

technique is planned for all unpowered phases of the LEM mission.

This included the descent orbit phase in which the initial descent

trajectory and perilune conditions are checked by both vehicles

(Chapter 3), and the LEM lunar surface phase (Chapter 5) in which

the CSM orbit relative to the LEM landing site is determined by

radar tracking by both vehicles in order to determine the launch

trajectory aim point and timing.

7.2 Rendezvous Guidance F,quation___s

7.2.1 General Comments

The block diagram in Fig. 7. 3 represents three major

subdivisions of the midcourse rendezvous guidance system. Each

of these subdivisions will be considered separately. The guidance

equations appropriate to each block will be presented along with the

respective inputs and outputs necessary to interconnect the three

blocks into an integrated system.

The basic notation used in the guidance equations is shown

in Fig. 7.4. Some additional comment on this notation is appropriate

here. All vectors are three-dimensional, except 5x, e, b and W,

which are nine-dimensional. (It should be noted that letters re-

presenting vectors are underscored to distinguish them from

statistical averages which have a bar above.) An extrapolated

vector (or matrix), noted by a prime, is the value of the vector
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at time t computed from: first, the knowledge of its value at
n

• - t • and third, thetime in_ 1, second, the time elapsed t n n-l'

equations governing its variation with time. The transpose of

a vector A appears in tile equations as A T .

Some general definitions are listed in Fig. 7. 5. These

definitions are consistent with those of Ref. 7.2. The only dif-

ference is the inclusion of measurement bias estimates BIAS in

the estimate of the state deviation vector 6xAwith its associated

error in the bias estimate _. This results in the augmentation

of the original covariance matrix (noted as E in iRef. 7.2) from

a six by six matrix to a nine by nine matrix, and the augmenta-

tion of the original transition matrix (noted as ¢) from a six by

six matrix to a nine by nine matrix P. It can thus be seen that

the bias estimates are treated as additional state variables in

the same manner as position 6r and velocity 6v deviations. It

is necessary to have only a priori statistical knowledge of the

biases to be estimated, and a knowledge of the manner in which

the biases vary with time. This additional input data is repre-

sented by the bias covariance matrix (EBIAS)0/_ and the bias

transition matrix _BIAS" The bias estimate BIAS is a 3-dimen-

sional vector, thus allowing for the estimate of three quantities

in addition to the state deviation vectors 6r and 6v, e.g., the

estimate of the bias in each of three independent measurements,

or possibly the estimate of 3 Euler angles representing the

platform or radar axes misalignment.

In the present system configuration, the error model

chosen was one in which the measurements had constant biases.

This error model is valid for the LEM installation in which

rendezvous radar is mounted relatively close to the IMU (Fig. 1.3),

and installation and structure designs are sufficient to hold the

bias tolerances specified in 1Ref. 7.3. The CSM radar installation

is currently under study by NAA and MIT to determine possible

structure alignment tolerances. In the rendezvous guidance

concept presented in this section, the knowledge of the stability

of the alignment bias is more important than the magnitude of

the bias.
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The initial bias covariance matrix in Fig. 7.5 is a dia-

_onal matrix, each term on the diagonal being mean square

value (on an ensemble basis) of tile bias in each of the three

independent measurements used. The bias transition matrix

becomes an identity matrix since the biases are constant. It

should be noted again that this error model is arbitrary. For

example, if the biases were known to vary in some prescribed

manner with time (e.g., linearly or exponentially), the only

change required would be in the bias transition matrix.

The coordinate system used for the radar measurement

is shown in Fig. 7. 6, where /3 represents elevation angle, e is

the azimuth angle, and the X I YI - ZI frame is inertial.

7.2.2 19endezvous Navigation Computation

In this portion of the system, the position and velocity

of the LEM in inertial space are estimated along with the meas-

urement biases. Basically, this is accomplished by tracking the

CM and utilizing this tracking data, at discrete time intervals,

along with a priori statistical knowledge (LEM position and vel-

ocity deviations from a reference trajectory, measurement ran-

dom errors and measurement biases) to obtain an optimum linear

estimate. It is inherently assumed, that the ephemeris of the

CM is precisely known in inertial space _o that determining the

LEM's position and velocity, with respect to the CM, determines

the LEM's inertial position and velocity. The fact that the CM

ephemeris is not exactly known in no way affects the determination

of the LEM's relative position and velocity which is of first order

importance in the rendezvous problem. The estimate of the LEM's

inertial position and velocity will be in error, but this is a second

order effect, with negligible influence on mid-course and rendez-

vous guidance.

The details of the navigation scheme may be more readily

explained with the aid of the block diagram in Fig. 7.7. The con-

cept of a reference trajectory is utilized to permit the use of per-
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turbation theory, i.e., estimates are made of position and velocity

deviations from a reference trajectory. To further assure the

validity of the perturbation theory, the reference trajectory used

is that of the current estimated trajectory, so that deviations from

this reference are always small.

Measurements are utilized and the estimates updated at

discrete times (typically every 60 seconds during the mid-course

phase), thus allowing time for some preliminary measurement

smoothing and navigation computation time. The following initial

inputs are required, after which, at the specified time intervals,

as are thethe LEM's position and velocity estimates are updated,

measurement bias estimates:

Required Initial and Tracking Inpu_ts

A. Statistical Initial Inputs

1. covariance matrix of LEM initial position and

velocity errors (ELEM) 0

6×6

2. covariance matrix of initial bias estimation

errors (E ) _'."
BIAS 0
3×3

3. variance of tracking measurement errors.

(for each type of measurement used).

B. Reference Trajectory Inputs

1. LEM inertial position and velocity vectors

(-R-LEM)0 , (-VLEM) 0"

2. CM inertial position and velocity vectors

(R_cM) 0, (Y_CM)0 •

3. aim point vector _R_cM(TA).

-':-"Since there is no correlation between initial deviations and

biases, these correlation terms in the nine by nine initial

covariance matrix (ELE M) are set equal to zero.

9×9
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.

.

ill Section 7.2.4)

nominal arrival time T A.

velocity correction criteria ratio (described

C. Tracking Measurements

1. type of measurements to be used: Range (H),

Hange Rate (_), Elevation Angle (/3), Elevation

Angle Rate @), Azimuth Angle (0), or Azimuth

Angle !qate (_).".-"

2. time interval to be employed for estimate

update.

D. Initial Estimates

I. position and velocity deviations = 0.

2. bias = 0.

With reference to Fig. 7.7, the estimation procedure at

the first time point, tI (e.g., 60 seconds from burnout injection)

may be traced through the diagram starting at the initial reference

trajectory parameters. The equations of motion (Fig. 7.8) are

integrated to yield LEM and CM position and velocities at tl

(RLEM' V--LEM' -_M' \-rCM)" 1R-LEM is required in the

statistical computation section of the system as explained in

the following section. Since the reference trajectory is defined

as the current estimated LEM trajectory, "hats" appear over

'LEM and__LEM to indicate estimates. Subtracting the LEM

parameters from the CM parameters yields the current estimate

of the relative trajectory parameters (R_L , __V_L). These rela-

tive parameters are used for two computations: one, the meas-

urement geometry vector (b-vector); and two, the estimate of
/k

the measurement to be made (4_). Each type of measurement

':-"Any combination of these measurements may be employed, but

as presently configured, the system can estimate biases in only
3 measurements.
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has its appropriate b-vector, which is the quantity relating the

deviation in the measurement to the deviation in the state vec-

tor. Typical b-vectors are given in Fig. 7.8 for the set of

three measurements (t_, /3, e) normally used (b-vectors for all

six radar measurements, IR, R, _, 0, i, 9 may be found in

Ref. 7.4). The estimate of the value of the measurement to be

made is computed using the appropriate equation in Fig. 7.9

for ]RCL, _ or _. (It should be noted here that when more than

one type of measurement is utilized, each measurement is pro-

cessed independently. Although the measurements are made

simultaneously at timet 1, they are utilized sequentially in the

computations to update the estimate of the LEM position and

velocity. )

With reference to Fig. 7.7 the b-vector is used in two

computations: first, the weighting vector__W; and second, sta-

tistical computation S-C section of the system. _WWis computed

as shown in Fig. 7.7 usingb, the extrapolated covariance matrix
!

E LEM which comes from the statistical computation section,

9x9 -2
and the variance of the random measurement error a Then

W is: one, fed back into the S-C section to be used in updating

E'LEM for the next time point; and two, used to compute the

9×9

optimum estimate of the state deviation vector 6xA.

The optimum linear estimator requires four quantities

at time tl: first, the weighting vector W; second, the estimate

of the measured quantity _ t; third, the actual measurement Q;

and fourth, the current bias estimate BIAS. Initially, the bias

estimate is zero, but after tl, there will exist a value for this

parameter which has been extrapolatedfromthe last time point.

With these quantities, the current estimate of the state deviation

vector 6xAis computed. (i.e., the position and velocity deviation

from the current estimated position and velocity plus the bias

estimate in each of the measurements).
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Once 6xAhas been computed at t,, the new reference
-- A A I A t

trajectory is formed by adding 6r_to R___'LEM and 6v to (}-LEM"

These new parameters are fed to the velocity correction section

of the system. The bias estimate portion of 6xA, ABIAS,is stored

until needed at the next time point. If the velocity correction

logic has called for a velocity correction, the value of the cor-

rection applied AV in terms of IMU aceelerometer output is

used to further update the new reference trajectory. (NOTE:

In Fi_. 7.7, AV___is shown to be added impulsively to 6 A for con-

venience. )

The entire procedure discussed above yields the best

current estimate at time t 1 of the following parameters: one,

the LEM's position and velocity; and second, the measurement

biases. Ti_is procedure is repeated at each of the predetermined

time intervals through the rendezvous phase. A slight modifi-

cation is made at the start of terminal rendezvous maneuver.

The bias estimate at that time is fixed, and no further bias es-

timates are made. This is done to reduce some of the compu-

tations and does not affect accuracy since a satisfactory estimate

o[ bias has been achieved before the terminal rendezvous phase.

7.2.3 Ylendezvous Statistical Computation

The section of the system shown in block diagram form

in Fig. 7.10 has three major functions" first, computation of

the transition matrix _; two, extrapolation of the matrices ELE M
6x6 9x9

and X ; and three, updating ELE M after a rneasurement and

6x6 9x9

updating X after a velocity correction. The ELE M matrix may

6x6 6x6

also be updated after a velocity correction, if a substantial error

is expected in applying a velocity correction. For the expected

errors in application, this has been found to be unnecessary. The

equations required for the extrapolation and updating functions are

listed in Fig. 7.11. The differential equation which is integrated
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for the computation of 6_6 is given in Fig. 7.9, together with the

initial condition for 6_6" The explicit expression for the three by
three G matrix (gradient of gravity with respect to position) is:

t_
a =m

R 5

3R 2- R 2 3R R 3R R
x x y x z

3R R 3R 2 - R 2 3R R
y x y y z

3R R 3R R 3R 2- R 2
z x z y z

where

R x, Ry,

A

R = magnitude of RLE M

/4 = gravitational constant

A

R z = components of RLE M

The initial ELE M and EBIAS2 are initial input data (as

6×6 3X3

explained previously) which are combined to give (ELEM) 0.

9x9

Fhis initial nine by nine matrix is extrapolated to yield the re-
I

quired ELE M to be used in computing V_ in the navigation section.

9X9

Then, together withband _W (from the navigation section),

is used to update itself, yielding ELE M at time t I. ELE M

9×9 9×9

fed back in Fig. 7. I0 and extrapolated to the next point for the

subsequent estimate update. The six by six portion of ELE M is

9×9

sent to the velocity correction section to be used in the statistical

correction logic. The X matrix, the covariance matrix of true
6×6

deviations, is also required in the statistical correction logic.

Since the initial deviation estimate is zero, the error in the esti-

X
mate is just the true deviation. Thus, the initial value of 6X6

is (ELEM) 0 as indicated in Fig. 7.10. If a velocity

6×6

!

ELEM

9X9
is then
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correction is made, the extrapolated value of the X matrix at

that time must be updated since the true velocity deviation has

been changed. (This is assumed to be an impulsive velocity

correction and introduces very little error. )

7.2.4 Velocity Correction Computation and Decision

This section of the system is subdivided into the mid-

course velocity correction, and terminal rendezvous velocity

correction since a modification to the logic is made when the

terminal rendezvous phase is initiated.

7.2.4.1 Midcourse Velocity Correction

Two separate logic schemes have been considered for

determining when a velocity correction should be applied during

the midcourse rendezvous phase. One would be simply to have

predetermined times along the trajectory at which the estimated

correction A_ would be applied. In such a system, the final

correction could always be applied at some predetermined range

(e.g., 25 nm) which would limit the miss distance at the nominal

arrival time to a reasonable value. If the trajectories to be

flown were fairly well established; this scheme would allow for

a degree of optimization by properly selecting the correction

times to minimize the total AV. ttowever, in order to have a

logic which is satisfactory for a wide variety of trajectories,

though not necessarily optimum for any one, a statistical velo-

city correction SVC, logic has been incorporated. A comparison

of these two mid-course correction criteria is made in Section

7.5.

The SVC logic utilizes a priori statistical knowledge of

the LEM's position and velocity deviations, X matrix, and the
6x6

updated statistical knowledge of errors in the estimates of these

deviations, ELE M , to determine the mean squared estimate of

6x6

the required velocity correction DELV, and the mean squared

uncertainty in this estimate, DELU. When the square root of
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the ratio of I)ELU to DELV is below a predetermined level,
A

RATIO, the estimated velocity correction AVis applied. Fig-

ure 7.12 illustrates this system. Utilizing only the initial ref-

erence trajectory (R_LEM)0, (VLEM) 0 and the time of arrival,

TA, for which the velocity correction will achieve an intercept

trajectory, the C* matrix is calculated at each measurement

time point along the trajectory. The C* matrix contains partial

derivatives of required velocity for an intercept at T A with res-

pect to position deviations at the present time. General equations

for C-':-"are given in Fig. 7.13 and more specifically, in Hcf. 7.2

under perturbation matrices. DELV and DELU are then calcu-

lated using equations in Fig. 7.13. A small degree of error is

introduced since only the original reference trajectory is used,

whereas ELE M and X 'are propagated along the estimated trajec-

tory. Since the deviations between these trajectories is ahvays

quite small, however, this error produces negligible effect on

Li_evalues of DELV and DELU.

A
The estimate of the velocity correction required, AV is

made on the basis of a constant arrival time, T A. This compu-

tation is shown in Fig. 7. 12. The position vector of the command

module, RcM(T A) at time :T A is available as initial data. This

vector, together with the current estimate of the LEM position
A

vector, RLEM, andthetime desired for an intercept (the dif-

ference between the initial desired arrival time, TA, and the

present time, TIME) are fed into a computational scheme for

solving Lambert's problem. The velocity required by the LEM

to intercept the CM at t =T A is computed as V C. By subtracting

the_,current estimate of the gEM's velocity, _LEM'- from _Vc,

AV is obtained. When the velocity correction logic demands
-- A

application, AV__is commanded and the output of the IMU yields

the actually applied AVwhich is returned to the navigation com-

putation section to update the LEM's estimated trajectory.

Mention should be made of the effect of errors in the
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PERTURBATION

V

(3X3)

R*
13X3)

MATRICES:

; I1'1 
0V_.TA

R LEM- V

V V LEM

C* -- V* R*-'
(3x3) (3x3) (3X3)

AV DECISION

DELU

DELV

PARAMETERS:

E ' 1C*' -I
I

(3X3) , (3X3)

= TRACE[ B ELEM BT ]
(3X6) (6X6) (6x3)J

= TRACE[ B( X'-ELEM) BT ]

L(3X6)(6X6)( 6 X6} (6X3) J

Fig. 7.13 Mid-course rendezvous velocity correction equations.
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knowledge of the aim point - t__CM(tA), caused by uncertainties

in the CM ephemeris. In a rendezvous problem where the ve-

hicle being tracked is also the target, aim point errors are

small second order effects. It was mentioned previously that

the navigation system accurately defines the relative position

and velocity of the LEM with respect to the CM, although the

estimates of inertial position and velocity may be in error due

to CM ephemeris uncertainties. Thus, the inertial estimate

is degraded in order to place the LEM in a correct relative

position to the CM. Then for the relatively short flight time
A

trajectories involved, the estimated AVrequired to intercept

using incorrect inertial data for both vehicles is negligibly dif-

ferent from that required using true inertial data.

A special situation must be accounted for during the

midcourse velocity correction phase. This is when a velocity
A

correction is called for and the central angle from _RLE M to the

aimApoint vector 1RcM(TA) is in the vicinity of 180 degrees. If

the RLE M is not exactly in the plane of R cM(T A) and (_VLEM}0

(the original trajectory plane), the velocity correction computed

by solving Lambert's problem may be prohibitively high. Logic

must be provided, therefore, to prevent application of the cor-

rection until the central angle becomes smaller than 180 degrees.

For the expected rms position and velocity errors at injection

combined with measurement errors, preventing midcourse

velocity corrections in a band _:20 degrees about 180 degrees

proved satisfactory when the SVC criterion was used. A method

of handling this singularity condition is described in Section 7.5

for a fixed time correction criteria.

7.2.4.2 Terminal Rendezvous Velocity Correction

A slight modification to the basic guidance and navigation

scheme discussed for the midcourse phase is made in the termin-

al rendezvous phase. This amounts simply to a redefinition of

the aim point and the desired time of arrival (Fig. 7.14).
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The objective of the terminal rendezvous phase is to

control the relative closing velocity to zero or some prescribed

value as the range between the two vehicles closes to a desired

terminal separation range from which docking can be achieved.

Since the midcourse rendezvous phase established an intercept

trajectory between the two vehicles, the relative velocity can be

considered to be range rate as measured by the rendezvous

radar. Under these conditions, the terminal rendezvous man-
$

euver can be described in a range-range rate, R-R, phase plane

by some criteria which controls the closing velocity (I_)as some

function of range (R) so that the desired terminal conditions can

be established. There are many terminal R-R criteria or sched-

ules that could be used. These generally fall into categories such

as parabolic, linear, or a fixed range-range rate schedule. The

guidance scheme shown in Fig. 7.14 is general in the sense that

it could be used with any terminal IR-R criteria provided tracking

measurements (at least one), could be made between thrust per-

iods. The type of terminal R-R criteria used in the primary

G&N system will depend upon the fol]owing factors"

I. The maximum closing relative velocities expected

for rendezvous trajectories initiated from noncoplanar

launch conditions, or direct abort trajectories from

any point after separation.

2. The propulsion system or systems that must be used

to effect the terminal rendezvous maneuver for either

the LEM or CSM.

3. Monitoring requirements (visual and system displays),

of the astronauts from both LEM and CSM and the

degree of desired similarity or compatibility.

4. Back-up guidance requirements (possibly manually

controlled in the CSM and visually and/or manually

controlled in the LEM).

At the present time, an acceptea terminal R-R criteria covering
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all of these factors has not been extablished. Some typical criteria

that haw' been used in the analysis of the primary G&N system
for both LEM and CSM controlled rendezvous are as follows"

LEM controlled terminal rendezvous

Parabolic R-t_ criteria starting at R=5 nm

Engine on: ft,2/2R_ -> 1/3 fps 2

Engine off: t_ 2/2R= < 1/6 fps 2

Fixed Range-Range rate schedule

Hange Desired range rate

5 nrn -100 fps

1.5 nm -20 fps

0.25 nm -5 fps

The terminal rendezvous maneuver is nominally controlled

by the LEM RCS jets provided that the terminal trajectory initial

conditions are within the RCS capability. This I_CS capability for

terminal rendezvous has recently been defined (Hef. 7. 5) for

nominal launches as 200 fps. The ascent engine would be used to

reduce the final closing velocity to within this range if the particular

launch trajectory resulted in higher final closing conditions. The

ascent or descent engine would be used to establish velocities within

the RCS capability for the LEM weight conditions resulting from

various abort times during the landing maneuver. The LEM

controlled terminal rendezvous maneuver is illustrated in more

detail in Section 7.6.

CSM controlled terminal rendezvous

Fixed Range-Range rate schedule

Range Desired range rate

5 nm -80 fps

O. 5 nm -5 fps

These two terminal velocity corrections are made with the SM

propulsion system. The SM RCS has been assumed capable of
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correcting the terminal closing velocity of -5 fps to within 1 fps.

These criteria result in 3 to 7 thrust periods for the LEM control-

led rendezvous, while the CSM rendezvous is restricted to 2 thrust

maneuvers in order to limit SM engine restarts. The time re-

quired for the terminal rendezvous maneuver using the above LEM

R-t_ criteria ranges from 7 to 11 minutes over the last 5 nm while

the CM criteria results in a terminal phase of 5-6 minutes. The

desired docking conditions at the end of the guidance controlled

terminal rendezvous maneuver have been a separation range of

500 feet with closing velocity of -5 fps :k 1 fps. The primary point

to be made here is that the primary G&N rendezvous technique in

both vehicles is capable of performing virtually any terminal R-I{

criteria that may be specified.

As indicated in the diagram of Fig. 7. 15 and equations of

Fig. 7. 14 the terminal R-I_ criteria programmed in the AGC is

used to compute a new time to go, TGO, to the intercept point.

This intercept is defined by a new aim point along the CM orbit

I

_RcM(T A } computed by integrating the CM equations of motion
!

ahead by TGO seconds from the present CM conditions, RCM,
g

VCM. As indicated in Figs. 7.14 and 7. 15, the new time of
I

arrival, T A is simply TGO added to the present time. Then, as

in the mid-course rendezvous velocity correction of Fig. 7. 12,

I

the new arrival time, T A' the new aim point and current estimate
^

of the LEM's position vector, RLE M, are applied to a routine

which solves Lambert's problem to yield the required LEM velo-
^

city, V c, which will result in an intercept at T _A" The AV is a-
A

gain V c minus the current estimate of the LEM's velocity, VLE M.

This entire procedure is illustrated in Fig. 7. 15. It is apparent

that this scheme, besides taking out the required _{, also makes

appropriate corrections normal to the line of sight to maintain

the vehicles on a collision course.

It should be noted that the manner in which TGO is calcu-

lated (R/R d) assumes an impulsive thrust. This follows since

the solution to Lambert's problem requires an impulsive velocity
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co_'rcction. Since the thrust is applied in a finite time, the ac-

tual time to rendezvous will be shorter than the computed TGO.

ttowever, TGO is redefined at subsequent velocity correction

points until the final t_ cancellation requires a small velocity

appli_:ation resulting in a small error in TGO due to finite thrust

times. In addition, the closing velocity will also be small at

this time, making small errors in TGO negligible.

The navigation scheme used during the midcourse phase

continues right into the terminal rendezvous phase computing
A ^

R__LEM and V LEM. One slight modification mentioned previously

is the fixing of the last estimate of the measurement biases at

the start of this phase. Two other modifications which substantially

improve the navigation accuracy are initiated at the start of the

terminal phase. The first is the replacement of range rate

measurements by range measurements. Since range rate is

essentially constant during this phase, the measurement of

this quantity provides very little information except possibly

after thrust periods. However, the small errors in thrust applica-

tion will not alter the estimate of range rate appreciably. On

the other hand, relative range is changing rapidly and measure-

ments of this parameter improve the estimate of position and

velocity.

The second modification is to increase the magnitude of

the covariance matrix ELE M. This has the effect of increasing

6X6

the sensitivity of the estimation process by effectively increasing

the "gain" of the system. (A similar procedure is followed in the

translunar midcourse navigation phase. ) The theory behind this is

that after many measurements have been taken, the estimation

errors (in a statistical sense}, will have become very small, i.e.,

ELE M becomes very small. The effect of this on the estimation

process is to place little weight on any additionally received

measurements, and rely heavily on the current estimates. Thus,

by increasing the magnitude of ELEM, the measurements currently
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received, which happen to be extremely good because of the small

range, are given added weight and may substantially enhance the

accuracy of the estimates. The manner in which this modification is

presently being employed is as follows: At the start of the termi,lal

phase (or possibly earlier when the range =25 nm. ), the position

components of ELE M are multiplied by 100, the velocity components

are multiplied by 9, and the cross correlation terms are multiplied

by 30. This has the effect of increasing the statistical position

error by an order of magnitude and the statistical velocity error

by a factor of 3. Greater weight is given to the position components

since the three measurements utilized {range and two angles)

are basically position measurements and will rapidly decrease

the position terms in the covariance matrix. The results to date

have been quite satisfactory.

It should be pointed out that the diagrams of Figs. 7. 12 and

7. 15 are computational flow diagrams and do not represent detailed

schematics of the interface between the primary G&N system and

the spacecraft SCS and propulsion systems. The AV signals in

these figures are commanded vector velocity corrections. In the

spacecraft, this commanded velocity correction would be presented

to SCS and the propulsion systems as an attitude command, a_

engine-on signal, followed by an engine-off signal after the desired

velocity correction had been achieved as measured by the IMU.

The engine-on signal in Fig. 7. 12 merely represents the output

of the velocity correction criteria and is not necessarily the same

engine-on signal from the AGC to the spacecraft flight control sys-

tem.

7.3 Rendezvous Statistical Parameter Study

In the analysis of the primary G&N rendezvous technique,

several system parameters are important. The frequency or time

interval between rendezvous navigation computations (Section 7.2)

is one such parameter. Figure 7. 16 illustrates the effect of the

time interval between computations in the rendezvous technique for

typical injection velocity uncertainties for a one sigma tracking

parameter accuracy of 0. 5% in range rate and
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i mr for the two line of sight angles relative to the IMU. From

this figure, it can be seen that there is littledifference between

measurement intervals of 30 to 120 seconds over the initial

phases of the rendezvous trajectory. In the G&N analysis to

a measurement interval of 60 seconds has been commonly

For a measurement or computation interval of 60 seconds

during a coplanar ascent trajectory, Figs. 7.17 and 7.18 summarize

the effects of various tracking parameter performance in terms

of LEM velocity uncertainty. In Fig. 7.17, the velocity uncer-

tainty at the end of a 10 minute tracking period (10 measurements)

is illustrated for one sigma range rate accuracies varying from

0.01%to 0.5% over attacking angle accuracy of 1 to 5 mr. Fig-

ure 7.18 illustrates the rms velocity uncertainty at the end of a

20 minute tracking period for the same initial injection uncertainties,

computation interval, and similar range of tracking performance

parameters. The effect of a 120 second computation or measure-

ment cycle for a 20 minute tracking interval is shown in Fig. 7. 19

as a function of varying range rate performance when used with a

1 mr angle accuracy, and as a function of tracking angle accuracy

when used with a range rate accuracy of 0.5%.

The effects of uncompensated angular bias on the rms

velocity uncertainty over a typical ascent trajectory are illustrated

in Fig. 7.20. In this figure, an uncompensated or non-estimated 5

mr bias can be seen to result in large velocity uncertainties com-

pared with a 0 bias or pure random tracking case. When the 5 mr

bias is estimated, as described in Section 7.2.2, the system per-

formance is very similar to the ideal zero bias case of Fig. 7.20.

The effects and importance of estimating tracking angle biases

will be further illustrated in Section 7.4.2.

The statistical criteria parameter (DELU/DELV) 1 ]2

(Section 7.2.4.1) for applying midcourse velocity corrections

is illustrated as a function of time over an abort trajectory in
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Fig. 7.21. In this figure, 3 midcourse corrections were applied

when the statistical ratio was set at 0.3. After each correction,

the DELU/DELV ratio increases to near infinity since the desired

velocity correction essentially forces DELV to zero. The ratio

is then decreased due to tracking measurements until the set value

of 0.3 is reached and another velocity correction is applied. In

this figure, a fourth and final midcourse correction was almost

applied before the terminal rendezvous phase, but in this case the

final trajectory correction would have to be incorporated in the

terminal rendezvous maneuver.

Several values of the (DELU/DELV) 1/2 ratio have been

investigated for the mid-course rendezvous phase. The lower

this ratio, the fewer midcourse velocity corrections called for.

In order to restrict or minimize the AV midcourse requirement,

it is desirable to apply the first velocity correction as soon as

possible after ascent or abort injection. The limiting factors

affecting the earliest time for the first velocity correction are

radar tracking accuracy, bias compensation, range, and mag-

nitude of injection errors. The (DELU/DELV} 1/2 ratio of 0. 3

has proven to be a reasonable compromise between these factors,

and typically requires 3 midcourse velocity corrections for ascent

trajectories, and between 1 to 5 corrections for LEM abort tra-

jectories.

The statistical performance of the midcourse rendezvous

phase is summarized in terms of midcourse velocity correction

AV for a typical ascent trajectory in Fig. 7.22. This particular

ascent trajectory covers a central angle of 132 degrees and is

illustrated in more detail in Section 7.4.2. The effects of various

combinations of angle and range rate tracking performance are

shown in this figure. The average velocity correction required

to establish an intercept course at range of 25 nm, in the absence

of any midcourse corrections, was 70 fps as indicated in the total

velocity correction column. Assuming standard ascent injection
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uncertainties (Section 6.4) in the case of a range rate accuracy

of 0.33°/c and angle tracking accuracy of 1 mr, three midcourse

corrections were required at the times indicated with a total AV

requirement of 27 fps. The velocity corrections required for

decreasing angle accuracy, when used with two levels of range

rate tracking performance, are summarized in this figure.

Figure 7.23 is a summary for a similar parametric study

made for atypical abort trajectory. This abort trajectory re-

sulted from an abort initiated during the hover phase of the land-

ing maneuver, and covered a central angle of 206 degrees from

injection to terminal aim point (Section 8.5). In this case, a

total average velocity correction of 74 fps would have been re-

quired in the absence of any midcourse correction at a range of

25 nm in order to establish an intercept trajectory. The results

summarized in Fig. 7.23 are the required average velocity cor-

rections for various levels of tracking parameter accuracy. In

comparing the results of Figs. 7.22 and 7.23, it can be seen

that the midcourse velocity corrections reduced the required

AV to achieve an intercept trajectory by greater than a factor

of two, compared with making a single trajectory correction at

a range of 25 rim.

The parametric effects listed in Fig. 7.24 compare the

results of angle tracking only in the absence of range or range

data during the midcourse rendezvous phase for the ascent tra-

jectory of Fig. 7.22. From Fig. 7.24, it can be seen that for

1 mr tracking accuracies, the angle only case (optical tracMng)

required essentially 7 fps more AV than the standard tracking

case of angles and range rate data of Fig. 7.22. A similar com-

parison for range rate only performance is also listed in Fig.

7.24. In this case, the tracking data is insufficient to reduce

the uncertainties enough to allow a midcourse velocity correction

before the 25 nm range point. It is concluded, therefore, that

the range rate data alone is not satisfactory for midcourse navi-
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gation. The relative importance of angle and range rate tracking

data is dependent upon the particular trajectory under consideration.

Generally, the tracking angle data is always the more effective for the

tracking accuracies currently specified. The contribution of the

range rate data to angle tracking is more pronounced in early

abort trajectories in which there are wide variations of operating

and closing velocities along the line of sight. Range rate data

is also very important during the bias angle estimation period

duringa typical ascent trajectory of Fig. 7.22. Studies of this

type have indicated that there is a slight advantage in using range

rate tracking data instead of range tracking data of the same

accuracy. There is littleadvantage in using both range and

range rate data in this navigation technique. Since the range

rate data is somewhat superior in performance and controllable

bias, this tracking parameter, in combination w_th tracking

angle data, has been used in all midcourse rendezvous analysis.

7.4 Typical Long Range Rendezvous Trajectories and Primary

G&N Performance

7.4.1 Primary G&N Operation

Immediately after ascent injection, the LGC will command

the rendezvous radar through the radar CDU's to point along the

computed line of sight to the CSM. In normal operation, the CSM

should lie within the beam width, _4 °, of the rendezvous radar

and radar lock-on is automatic. If radar tracking acquisition is

not established after directing the antenna along the computed

line of sight, the LGC generates a spiral type search pattern

about this position to achieve lock-on. In the case where

radar lock-on is not achieved along the initial computed line of

sight, a performance or system failure is indicated in LEM

rendezvous radar, the CSMtransponder, or the primary G&N

computedCSM position. If radar lock-on cannot be achieved,

the CSM must provide the required midcourse correction data

over the inter-vehicle communication system or retrieve the
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LEM (Section 8). In some cases, rendezvous radar tracking

may be established prior to launch, and be maintained through-

out the powered ascent phase thereby avoiding the acquisition

procedure.

After radar acquisition and tracking are established, the

computation procedure of Section 7.2 is cycled every 60 seconds

until the first midcourse velocity correction is required. The

basic G&N units required for this computation are the rendez-

vous radar, LGC, IMU and CDU's as shown previously in Fig.

7.1, and presented in general schematic form in Fig. 7.25.

The attitude control of the LEM during the unpowered ascent is

not controlled by the G&N system other than to keep the line of

sight within the radar gimbal angle coverage. Ti_e astronaut

would probably manually orient the vehicle so the line of sight

is within his window coverage. At the time of a midcourse

correction, the vehicle is oriented by the LGC to the desired

attitude and the RCS jets controlled to provide the desired

velocity correction monitored by the IMU in the same manner

that tt_e powered ascent maneuver was controlled in tt_e previous

chapter. As indicated in Section 7.3, any single midcourse

velocity correction is normally below 27 fps. The vehicle con-

trol during a midcourse correction can be done with either the

VG × VG steering of Section 3.2.2.1, or the explicit equations

of Section 6.2. Since a midcourse velocity correction can be

in any direction, rendezvous radar tracking may have to be in-

terrupted during the velocity correction maneuver due to limited

radar gimbal coverage. Reaquisition in these cases is the same

procedure as previously described. The rendezvous computation

and midcourse correction is repeated until the terminal rendez-

vous maneuver starting at a range of 5 nm.

7.4.2 Simulation Results

The statistical parameter studies of Section 7.3 were

checked with an actual trajectory digital simulation for ascent
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and abort trajectories using the rendezvous guidance technique

described in Section 7.2. The initial injection errors for the

ascent trajectories studied are summarized in Fig. 7. 26. The

ascent trajectory considered was initiated from noncoplanar

conditions of 2.2 ° , and covered a central angle of 132.5 ° from

the injection point to the desired aim point on the CSM orbit.

As indicated in Fig. 7. 26, the initial separation between the
two vehicles at injection was 8. 5° (CSM ahead of LEM), and

the resulting trajectory had a perilune of 49,000 ft. The IMU

uncertainties during the powered ascent trajectory are essentially
those shown in Section 6.5. These are summarized in this

figure and combined with the initial condition uncertainties of

the launch site to provide a total rss uncertainty in position of

4160 ft and a velocity uncertainty at injection of 9.9 fps.

The initial conditions for the guidance technique used

to control the long range or midcourse rendezvous phase for

ascents are summarized in Fig. 7.27. These initial conditions

will be called standard conditions in following examples. The

important parameters summarized in Fig. 7.27 are: the 60

second measurement or computation interval used during the
midcourse guidance phase; the 0. 3 value for the AV correction

criteria ratio; velocity corrections were assumed to be applied

with an angle uncertainty of 10 mr; and the radar performance

used during the long range rendezvous phase is as listed in

this figure and corresponds to the radar performance specified

in Ref. 7.3. The initial condition injection position and velocity

errors listed in Fig. 7.27 are those summarized in Fig. 7.26

allwith a positive sign. This choice of sign results in a miss

distance or point of closest approach that is about average, but

not the most severe that can be chosen. The results of these

initial conditions and the particular choice of sign are illustrated

in following trajectory examples. The initial covariance mat-

rices required in the guidance technique described in Section

7.2, are summarized in Fig. 7.27 for the digital simulation.
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The initial LEM covariance matrix is essentially that of the un-

certainties listed in Fig. 7.26 with a correlation between res-
p

pective position and velocity coordinates, i.e., X,X. The initial

rms bias estimation error was 0 for range rate and 10 mr for

each tracking angle component. It might be noted that the initial

radar angle bias estimate will normally be determined during the

prelaunch phase as a result of tracking the CSM overpass. (Sec-

tion 5. 3). As indicated in Fig. 7.27, the initial uncertainty of

the CSM orbit was assumed to be zero. It might be noted that

the effects of actual CM orbital uncertainties will be illustrated

in a following example, but it is assumed that in the guidance

technique no C M orbital uncertainties are known.

A typical ascent trajectory controlled by the rendezvous

guidance system is illustrated in Figs. 7.28 and 7.29. This

trajectory is plotted in local vertical coordinate system centered

on the CSM. The projection of the ascent trajectory into the XY,

or CM orbital plane, is illustrated in Fig. 7.28, and the trajec-

tory projection in the XZ, or horizontal plane, is illustrated in

Fig. 7.29. In these two figures, the uncorrected trajectory

resulting from the particular injection errors of Fig. 7.26 is

illustrated as the dotted trajectory which has a miss or point

of closest approach to the CSM of 8.4 nm at a time approximately

100 seconds sooner than the reference ascent trajectory. The

primary G&N rendezvous system required 3 midcourse corrections,

as illustrated in these figures. The time, ranges and velocity

components of these corrections are listed in the two figures.

In this ease, the total midcourse velocity corrections required

27 fps to compensate for the 9.9 fps uncertainty at ascent injec-

tion. A statistical analysis of this trajectory and injection velo-

city uncertainty condition, (ELEM) 0 of Fig. 7.27, resulted in

an average midcourse AV requirement of 27 fps indicating that

the particular injection errors of Figs. 7.27 and 7.28 result in

AV requirements and uncorrected miss distances that are es-

sentially a one sigma case. The third and final midcourse cor-
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rection in Fig. 7.28 was applied at a range of 25 nm, and re-

suited iu a miss distance of less than 250 ft. During this

trajectory, an actual fixed angle bias of 5 mr was assumed

as noted ill Fig. 7.27, and the initial rms estimate of the fixed

bias was 10 mr. This ascent trajectory will be referred to as

the standard ascent and is summarized in Case 1 of Fig. 7. 30.

The terminal phase over the last 20 mile range of this standard

trajectory is illustrated in more detail in Fig. 7.31 for the

XY plane projection. It can be seen from this figure, that the

actual trajectory of tile standard ascent labeled #1 closely ap-

proximates tile refe_'ence trajectory over the final phase of this

maneuver. If the initial injection errors were increased by a

factor of 3, the resulting uncorrected trajectory is shown in

Fig. 7. 31, as trajectory #2, with a point of closest approach

of 22.7 nm. If this trajectory were controlled with the primary

G&N guidance system, a total of 3 corrections would be required

with a total midcourse AV requirement of 78 fps as summarized

in Case 5 of Fig. 7.30. The final correction of this trajectory

is shown in Fig. 7.31, and again the actual trajectory closely

approxirnates the reference trajectory over the final phase of

the rendezvous maneuver.

With reference to Fig. 7.30, the effects of the currently

specified radar performance are illustrated in Case 2. In this

case, it was assumed that the LEM was injected on a perfect

ascent trajectory which would intercept the CSM if no further

correction were made. Using the primary G&N rendezvous sys-

tem, 3 corrections were required due to the uncertainties in the

radar tracking performance and required a total AV of 13.4 fps.

The effects of not estimating the tracking angle biases in

the rendezvous radar is illustrated in Case 3 of Fig. 7.30. In

this case, it was assumed that a 15 mr fixed bias existed in the

two tracking angles of the rendezvous radar. Assuming the

standard injection uncertainties, a total of 3 midcourse correc-
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tions were again required resulting in a AV requirement of 90.4

fps and a point of closest approach of over i/2 nm. Case 4 of

Fig. 7.30 illustrates the effect of estimating a bias in the track-

ing angles when the actual bias has a magnitude of 30 mr, twice

that currently specified for the LEM installation. In this case,

with a standard injection uncertainty, the total rnidcourse guid-

ance AV requirement was 30.6 fps or only slightly greater than that

of the standard ascent Case 1. The importance of estimating the

tracking angle biases is illustrated by comparing the results of

Cases 3 and 4 in Fig. 7. 30.

Case 6 of Fig. 7.30 illustrates the effect of large injection

errors, three times that of the standard run of Case 1, and with

an angle bias of 30 mr which would be estimated or compensated

for in a guidance technique. By comparing the results of Cases

5 and 6, it can be seen that when the initial injection errors are

three times those estimated, and the initial bias in the tracking

angle is three times that estimated, the resultant AV requirement

is only 2 fps greater than that case illustrated in Case 5 for small

bias conditions.

If a standard ascent trajectory were run with initial esti-

mates of the LEM uncertainty that are ten times greater than

those of Case 1, the results are summarized in Case 7 of Fig.

7.30. With the same initial injection errors, which would re-

sult in the same uncorrected point of closest approach of 8.4 miles,

the guidance system would require four midcourse corrections with

a total of 60. 6 fps. This figure can be compared with that of

Case 1, and illustrates the importance of having a reasonably

good estimate of the LEM injection uncertainties. Cases 5 and

6 illustrate that the actual injection errors could be in error by

a factor of 3 over those estimated with acceptable results; how-

ever, when the LEM injection uncertainty is in error by a factor

of 10, unacceptable conditions result as illustrated in Case 7.

Case 8 of Fig. 7.30 illustrates the effect of degraded
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radar angle tracking performance. In this case, a 3 mr 1 gtracking

performance was actually used when the guidance system estimatedthe

tracking performance to be 1 mr. By comparing runs 1 and 8

in Fig. 7. 30, it can be seen that the degraded radar tracking

accuracy required an additional 17 fps in the midcourse AV

requirement.

Case 9 of Fig. 7.30 shows the effect of the angle uncer-

tainty in the application of the rnidcourse velocity corrections.

In Case i, it was assumed that all midcourse corrections were

applied with an angle uncertainty of i0 mr, as listed in Fig. 7.27.

Case 9 of Fig. 7.30 assumes perfect midcourse velocity correc-

tions as called for by the primary rendezvous system, and re-

sults in negligible AV improvement.

The effects of lunar gravitational uncertainty on the ren-

dezvous guidancesystem are illustrated in Case i0 of Fig. 7.32.

In this simulation, it was assumed that the lunar gravitational

constant was in error by one part in a thousand for the standard

ascent maneuver of Fig. 7. 30. Comparing these two runs, it

can be seen that the effects of the lunar gravity uncertainty re-

sult in an additional 5 fps velocity requirement during the long

range rendezvous phase.

The effects of CM orbital ephemeris errors are illustrated

in Case ii of Fig. 7. 32. In this simulation, it was assumed that

the CM ephemeris uncertainties were in the order of 9000 ft and

8.2 fps as summarized under Case ii. It should be noted that

these were considered to be extreme CM ephemeris errors, and

were used to illustrate the effects on the long range rendezvous

guidance system. The CM orbital uncertainties were also chosen

of such a sign, so that the point of closest approach or miss dis-

tance was increased in this case to 16.1 nm, assuming that the

EEM injection errors were those of the standard ascent of

Case I. The effects of the LEM injection uncertainty and the

CM orbital uncertainties of these particular magnitudes and
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directions resulted in a midcourse _uidance AV requirement of

51. 3 fps, as illustrated by Case 11 of Fig. 7. 32. These effects

at'(' further illustrated in Fig. 7. 33 which is an ascent trajectory

projection in the XY plane for the combined errors of standard

LEM injection uncertainties, the CM orbital uncertainties of

Case 11, and the lunar gravitation uncertainties of Case 10.

In Fig. 7.33, it can be seen that the reference trajectory for

the ascent and rendezvous phase does not intersect the CM,

but has a point of closest approach of 6.5 nm due to the CM

ephemeris uncertainties. The lunar gravitational constant

uncertainty also contributes to this error, but in a minor

manncr which can be shown by comparing the uncorrected miss

distances of Cases 10 and 1 of the rendezvous summary tables.

The uncorrected trajectory of Fig. 7. 33 results in a point of

closest approach of 16.4 nm due to the combination of all errors.

Three midcourse corrections were again required by the primary

G&N system resulting in a total AV requirement of 54.7 fps for this

particular simulation. The times, ranges, and magnitudes of

the velocity corrections are i]lustrated in Fig. 7. 33 and repre-

sent a worse than average situation in which tt_e CM and LEM

velocity uncertainties were chosen in directions to result in

maximum miss distances.

Cases 13 and 14 of Fig. 7.32 illustrate the effects of using

angle only tracking from the LEM AOT during the long range

rendezvous phase in the event of rendezvous radar failure. In

Case 13, an angle tracking accuracy with the combined optics

and LEM RCS system was assumed to be 1 mr, and the actual

tracking performance by the astronaut using the LEM RCS sys-

tem was within this level. For the ascent trajectory with its

corresponding standard injection uncertainties, the rendezvous

maneuver using optical tracking only required a total of 53.4

fps in midcourse corrections, as compared with 9.7 fps when

radar tracking data of equivalent angle performance combined

with range rate data was used. This represents an increased
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requirement of 26 fps, or essentially double that of the rendez-

vous radar performance. Case 14 of Fig. 7.32 illustrates the

effect of degraded optical tracking to a level of 3 mr icr when

the guidance system has assumed tracking accuracies of 1 mr.

For" the standard ascent maneuver,

course £xV requirement of 96.1 fps

AV requirement of 43 fps over the

this resulted in a total mid-

. This represents an additional

1 mr tracking accuracy of

Case 13, or a 69 fps additional dxV requirement over the stan-

dard ascent trajectory case of Case 1 using the specified ren-

dezvous radar tracking performance. Cases 13 and 14 of Fig.

7. 32 were included to illustrate the AV penalty associated with

optical angle tracking only used in a back-up mode in the event

of rendezvous radar failure.

7.4.3 Current Ascent Trajectories

Recent analysis has restricted the out of plane launch

conditions of the gEM from the CM orbit to levels of 0.5 de-

grees instead of the 2. 2 degree level previously considered.

This restricted out of plane launch condition resulted from

recent LEM AV and vehicle design requirements. Typical

ascent trajectories from these launch conditions are illustrated

in Figs. 7. 34 to 7. 37. Figures 7.34 and 7. 35 illustrate the

projection of a 0.5 degree out of plane launch condition trajec-

tory on theXY andXZ planes, respectively. This trajectory

resulted from the powered ascent trajectory summarized in

Figs. 6.8 to 6.11 of Section 6.3 and covers a central angle from

injection to aim point of 153.5 degrees. The long range rendez-

vous guidance technique required 3 midcourse velocity corrections

for this trajectory when injected with the standard position and

velocity uncertainties listed in Fig. 7.26. The midcourse velo-

city corrections indicated in Fig. 7. 34 are discussed in Section

7.5. The final closing velocity at the terminal rendezvous phase

for this trajectory is 140 fps, as indicated in Fig. 7.34.

As mentioned in Section 5.4, there are two possible op-
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limum direct ascent trajectories for a Fiw,n out of plane condition.

For the 0. 5 deFree out of plane launch condilion currently consid-

creel, a trajectory cow_rin F a central angle from injection to aim

point of" Freater than 180 ° is illustrated in Figs. 7. 36 and 7. 37.

These fiFures illustrate the projections of the ascent trajectory

on the XY and XZ planes for a trajectory covering a central anFle

of '213 ° when injected with standard injection uncertainties. These

uncertainties result in a point of closest approach of 10. 7 nm.

The two mideourse w_locity corrections shown in Fi_s. 7. 36 and

7. 37 were based on a fixed time schedule which was modified by

a 180 ° + 20 ° sector criteria. This mideourse correction criteria

and possible improvements to it are discussed in Section 7. 5. It

might be noted here, however, that midcourse correction timinF.

criteria can be developed that essentially equalize the midcourse

AV requirement for trajectories covering central an_les of greater

than 180 degrees to the level of those having central anFles of less

than 180 degrees.

7. 5 Midcourse Velocity Correction Logic

7. 5. 1 General Comment

A statistical w_locity correction (SVC) logic was described

in Sections 7. 2.4. 1 and 7. 3. Briefly, the SVC logic calls for im-

plementation of the current velocity correction estimate (AS r ) when

the ratio of the rms magnitude of the uncertainty in AV to the rms

magnitude of AV is less than a prescribed threshold. Selection of

this threshold was based on two considerations: (1), minimum total

AV; and (2), minimum number of corrections. With low threshold

values, velocity corrections will not be applied until the uncertainty

is a small proportion of the estimated correction. This results in

a smallnumber of corrections, each of which has a high probability

of being accurate. However, since the midcourse AV correction

increases monotonically with time after injection, the total

AV expended eventually will increase, as the threshold

setting is lowered. On the other hand raising the threshold
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setting results in: (1), increased number of corrections; and (2),

corrections containing a higher proportion of uncertainty. A

threshold setting of 0.3 yields sufficiently low AV totals without

requiring an excessive number of corrections.

Since the SVC logic is based on ensemble averages of

mcasurement errors and injection errors, it will yield satis-

factory results over the entire ensemble while not necessarily

being optimum for any paricular condition. Also, since the

statistical ratio used is computed in flight, it is not necessary

to have different schemes for the wide variety of trajectories

possible in the LEM mission.

Although it is obviously desirable to utilize a logic which

yields the best results over the ensemble of initial conditions

and ascent trajectories, the SVC logic has some disadvantages

which make it less desirable than a scheme which utilizes a

fixed time schedule of velocity corrections. The following

sections will: (1), discuss the disadvantages of the SVC logic;

and (2), present a fixed time velocity correction concept.

7.5.2 Disadvantages of SVC Logic

One of the disadvantages to the SVC logic becomes apparant

when considering rendezvous trajectories with central angles

greater than 180 degrees. For the purpose of this discussion,

reference may be made to Fig. 7.38 which shows the midcourse

AV requirements for two typical abort trajectories with central

angles greater than 180 degrees. Of particular interest are the

"resonance" peaks occuring for transfer angles in the vicinity of

180 degrees. The reason for these peaks is as follows.

If the central angle from the LEM's current estimated
/X

position vector, 1RLEM, to the aim/xpoint vector 1RcM(TA), is

in the vicinity of 180 degrees, and IRLE M is slightly out of the

original LEM reference trajectory plane, a prohibitively large

plane change may be required if an intercept trajectory is to be

established at this point. This, of course, would require an
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extremely large AV, since the LEM velocity vector (which is

essentially in the original reference trajectory plane except for

small out-of-plane velocity errors) would have to be rotated by

approximately the angle of the plane change. This plane change
A

angle is a function of the out-of-plane component of _LEM and

the amount the transfer angle differs from 180 degrees. For the

expected errors in position and velocity at injection and expected
A

m{'asurement errors, the out-of-plane component of R_LE M will

require exorbitant plane changes in a band of transfer angles from

160 degrees to 200 degrees. Outside this band of transfer angles,

the plane change is not significant.

Thus, midcourse velocity corrections, which are based

on a computation of the velocity required to establish an intercept

trajectory with the CSM at time = T A (i.e., the solution of Lam-

bert's problem), will require larger values of AV within this band

than for points on the trajectory which are outside the band yet

closer to the intercept point. Therefore, in order to avoid the

"resonance" peak, a AV penalty is incurred since application of

a velocity correction must be delayed despite the fact that the

uncertainty in the correction may be well below an acceptable

level. This undesirable situation may be avoided by the following

technique.

Sincethe large plane change around 180 degrees is the cause of

the AV "resonance" peak, the elimination of this plane change

must be effected in the guidance concept. The exact solution to

the intercept problem demands the large plane change so a less

precise solution is required which, while it admittedly will be

slightly in error, will not require the exorbitant plane change.

Such a solution is found by assuming the cause of the large plane
A

change (the out-of-plane^component of R_LE M) to be non-existant.

Thus, the projection of _LEM in the original LEM reference

trajectory plane is used as the LEM position vector, and

Lambert's problem is solved for the velocity required at
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this position to intercept the CSM at time = T A. The small

error implicit in this solution is more than compensated for

by the savings in AV achieved by the earlier application of

AV now made possible.

This technique provides a means of applying a satis-

factory velocity correction in the vicinity of a 180 ° transfer

despite the fact that RLE M is not in the original reference

trajectory plane. However, the SVC logic may not be em-

ployed in this band of transfer angles. The reason is that

the SVC logic utilizes the rms value of AV which, being

an ensemble average, will reflect the fact that on the av-

erage the LEM error vector will contain an out-of-plane

component. Thus, the rms value of AV and the rms

magnitude of the uncertainty in AV will go through the res-

onance peaks referred to above. The ratio utilized in the

SVC logic will therefore not be a meaningful quantity on

which to base a decision on the application of a AV which,

in fact, is computed using the special technique described

above. Herein lies a disadvantage of the SVC logic as

opposed to a fixed time schedule: the application of AV

must be delayed until the transfer angle is less than

160 degrees and the statistical ratio again becomes mean-

ingful.

A second disadvantage is the fact that the SVC

logic will require more computation time and computer

storage than the fixed time schedule. These additional

computations would include: extrapolation and up-dating

of the X matrix, computation of the C* matrix, rms value

of AV , and rms magnitude in the uncertainty in AV.
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A final disadvantage would be in the area of astro-

naut monitoring. With a fixed time schedule, the astronaut

would know beforehand exactly when to apply velocity cor-

rections, whereas with the SVC logic this depends on the

particular trajectory which is being flown.

7. 5. 3 The Fixed Time Velocity Correction Concept

A fixed time velocity correction TC scheme would

utilize a predetermined schedule of times at which mid-

course velocity corrections would be applied, along with

a final correction at 25 nm which would assure conditions

that are compatible with the terminal phase of rendezvous.

The times selected would yield satisfactory results irre-

spective of the particular trajectory flown. As mentioned

in Section 7. 5. 1, the SVC logic with a threshold setting

of 0. 3 will result in low total rms AV without an excessive

number of corrections, averaged over the ensemble of

injection and measurement errors. For any reference

trajectory then, the best choice of times for midcourse

corrections would be those dictated by the SVC logic, in

order to assure satisfactory ensemble performance.

However, these times could differ depending on the re-

ference trajectory, and it is desired to obtain a single

time schedule for all trajectories in the LEM mission.

The approach taken was to select, as closely as possible,

the times dictated by the SVC logic for those trajectories

in which the timing is most critical. These trajectories

are the ones which cover the smallest central angles.

This can be seen by referring to Fig. 7. 39. The rms

mag'nitude of AV required for
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intercept is plotted vs time from burnout for three typical

reference trajectories. (Note that the same initial covariance

matrix was used for these plots to compare the effect of the tra-

jectory on AV). It can be seen that as the central angle of the

trajectory increases, the slope of these curves decreases. Thus,

the trajectories with the largest central angles will be less

sensitive to AV timing changes than those covering smaller

central angles. It can also be seen from the plots of rms magni-

tude of uncertainty in AV in Fig. 7. 39 that after about 10 minutes

these curves are quite flat. Thus, the errors in AV will not be

too sensitive to timing changes.

Consequently, on the basis of the above conclusions, the

fixed times would be selected as those dictated by the SVC logic

for the ascent trajectory of Fig. 7. 39. (These times are .q

minutes and 23 minutes). However, the actual times selected

are 10 minutes and 25 minutes, to be compatible with another

ascent trajectory under consideration (6 = 153. 5° , I = 0. 5 ° )

(see Section 7.4. 3) requiring SVC times of 10 minutes and 26

minutes. For the trajectories with larger central angles, there

will be appreciable time (and also AV buildup) between the 25

minutes correction and the final correction at 25 rim. To prevent

excessive /',V buildup, the fixed time schedule includes corrections

at 40 minutes and every 20 minute interva] "hereafter until the

25 nm point is reached. This could result in, at most, 2 more

corrections for the longest trajectories considered. However,

a predetermined threshold would be specified (typically 1 fps),

below which AV would not be applied. These additional correc-

tions would then still be effective in preventing excessive AV

buildup, without requiring unnecessary engine starts.

A statistical performance study was made to compare the

fixed time schedule discussed above with the SVC logic for five

typical LEM trajectories. The pertinent results are summarized

in the table of Fig. 7. 40. An additional time schedule is included
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(5 minutes, 20 minutes, 40 minutes, etc.), since this particular

schedule produced excellent results for trajectories with a specific

set of initial conditions. It can be seen, however, from Fig. 7. 40,

that on an ensemble basis this schedule is not as good as the one

selected on the basis of SVC logic. It can also be seen from the

table that the selection of 10 minutes and 25 minutes yields

results which are essentially identical to the SVC logic for the

two ascents (items 1 and 2 of Fig. 7. 40). For two of the trajectories

with central angles greater than 180 degrees (items 3 and 4 of

Fig. 7. 40) the TC logic (10 minutes, 25 minutes) yields lower

total rms AV than the SVC logic as expected, since no delay is

required in the vicinity of 180 degrees. This improvement is

not noted for the trajeetoryof item 5. The reason for this is the

extremely flat AV buildup curve exhibited by this trajectory and

shown in Fig. 7. 41 where the initial covariance matrix associated

with this particular trajectory was utilized. Thus, the delay

caused by the 180 degree band cost very little in additional AV,

whereas this late correction had less uncertainty associated with

it than the one at 10 minutes.

Some results of a simulation utilizing specific initial

conditions (as opposed to statistical analysis) are presented in

Fig. 7. 42. The conclusions stated on the basis of the statistical

analysis are essentially confirmed by these results. However,

for these partieular conditions, the TC scheme using 5 minutes

and 20 minutes yields the best results. The statistical results

do not substantiate that this schedule will, on the average, yield

the best results so that no significance should be attached to

this single sample.. In all eases, the TC scheme effected a

savings in AV for the trajectories with central angles greater

than 180 degrees. (In item 5 the midcourse AV total exceeded

that for the SVC logic, but the overall total AV including rendez-

vous was less). A AV threshold of 1 fps was used for this

simulation with the result that a maximum number of corrections

applied was four, which occurred only for the ascent trajectory of

item 3.
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7. 5.4 Summary

The fixed time schedule of midcourse velocity corrections

appears to be a more satisfactory AV application criterion than

the statistical velocity correction logic for the following reasons:

1. No AV penalty because of necessity to delay

AV application for trajectories with central

angles greater than 180 degrees.

2. Less computer storage and computation time.

3. More satisfactory astronaut monitoring.

The apparent advantage of the SVC logic - completely

general with respect to reference trajectory and initial conditions -

does not appear to offer a significant advantage over the TC scheme.

The time schedule selected - i0 minutes, 25 minutes, 40 minutes,

every 20 minutes thereafter (with appropriate AVthreshold), plus

a correction at 25 nautical miles relative range - yields satisfactory

results for all five trajectories examined. The type of trajectory

is not too critical since the fixed times are selected to satisfy the

shortest trajectories, whereas the longer ones (greater central

angle) are less critical to timing of corrections. In addition the

initial injection errors will not vary considerably from trajectory
A

to trajectory so that the uncertainty level in AV should be sufficiently

low by I0 minutes of tracking. Thus, although the present time

schedule of corrections may not be precisely the one selected

when the reference trajectories are more firmly established, a

slight variation of this schedule should easily make it compatible

with the trajectories of the LEM mission.

7. 6 Terminal Rendezvous Phase

7. 6. l G&N Operation

The terminal rendezvous phase is initiated at a relative
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r'ange of 5 nm between the two vehicles. The previous midcourse

rendezvous phase achieved a collision or intercept trajectory that

would nominally intercept the CSM at the time of arrival (t A) .

The objective of the primary G&N system during the terminal

rendezvous phase is to control a series of thrust maneuvers such

that the relative velocity is decreased to -5 fps as the range

closes to the initial docking range of 500 feet.

The guidance technique for controlling the terminal rendez-

vous maneuver was described in Section 7. 2. 4.2, and is essentially

a modification of the midcourse rendezvous phase in which a new

aim point and time of arrival on the CSM orbit is defined on the

basis of some terminal range-range rate criteria. This type of

operation is analogous to the translunar midcourse phase when

the guidance objective is changed from an aim point at the lunar

sphere of influence to a plane and perilune criteria. Terminal

rendezvous maneuvers are generally described in a relative line

of sight coordinate system in the literature. It should be pointed

out that the primary G_N computes the terminal rendezvous

velocity corrections in the same lunar centered inertial frame

used in the midcourse rendezvous phase. Under nominal operation,

the LEM will be on an intercept trajectory after the last midcourse

correction (typically made at a range of about 25 nm), and the

primary G&N system will command terminal velocity corrections

that are essentially entirely along the line of sight which is similar

to the conventional line of sight coordinate operation. The guidance

system completely controls dosing velocity R and the trajectory

WLS with the shifting aim point concept at each velocity correction.

Since the rendezvousing vehicle is held on an intercept trajectory

throughout the final phase, the terminal rendezvous maneuver is

generally illustrated in a range-range rate (R-R) phase plane

which shows a profile of closing velocity history for the thrust and

coast intervals of the maneuver. Phase planes of this type are

presented in the following section for typical rendezvous trajectories.
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The guidance concept during the thrust maneuvers of the ter-

minal rendezvous phase is a simplified form of the explicit equa-

tions described for the powered ascent phase in Section 6.2. In
A

this system, the present LEM position and velocity vectors, RI,EM ,A ' A

V_IJE M , the aim pointAR__cM(tA ) , and the required impulsive

velocity correction, A__,are determined by the tracking radar data

and computation summarized in Figs. 7. 7 and 7. 15 during the

coast periods of the terminal phase. The thrust maneuvers are

then initiated, directed, and finally terminated so that the LEM

will pass through the aim point at the correct time by the explicit

guidance concept in the form used during the final 30 seconds of the

powered ascent maneuver. These explicit equations are simplified

from the form presented in Section 6.2 as follows:

1. Burn out velocity is controlled, but the radial position

requirement is relaxed thereby omitting one of the

calculations used during the powered ascent.

2. Since the terminal rendezvous powered maneuvers are

relatively short and cover a small central angle, the

Lambert subroutine will not have to be interrogated

after the first few cycles of the explicit ascent equa-

tions. The ascent equations can determine the re-

quired burn-out velocity components at the predicted

burn-out point early in the maneuver provided thrust

characteristics of the engine to be used is known.

The terminal rendezvous maneuver will normally be con-

trolled by the LEM RCS jets provided that the initial closing

velocity and weight eonditions are within the RCS capability. As

mentioned in Section 7.2. 4.2, under nominal ascent weight condi-

tions, the RCS has a 200 fps velocity capability and the ascent

engine would be used in those cases involving higher velocities and

vehicle weight conditions to reduce the relative velocity within the

RCS capability. Examples of the terminal rendezvous maneuver are

presented in the following section.
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7. 6.2 Terminal Rendezvous Maneuvers.

As mentioned in the previous section, the midcourse rendez-

vous phase G&N operation will nominally establish an intercept

trajectory by the time the vehicle reaches the initial terminal

rendezvous range of 5 nm. The fixed range-rate schedules listed

in Section 7.2.4.2 have been used for most primary G&N analysis

of the terminal rendezvous maneuver, An example of the terminal

maneuver for the ascent trajectory shown in Figs. 7. 34 and 7. 35
I

of Section 7. 4. 3 is shown as a R-R phase plane plot in Fig. 7. 43.

This particular ascent trajectory from 0. 5 degree out of plane

launch conditions resulted in a closing velocity at the initial

terminal range (5 nm) or -143 fps. Since this closing velocity is

within the RCS capability, the RCS jets were used to control the

three thrusting maneuvers required by the following range-rate

schedule:

Range (R) Desired Range Rage (R d)

-100 fps5 nm

1.5nm

0.25 nm

- 20 fps

- 5 fps

After the first 30 second thrust period using 2 RCS jets (normally

the ÷ Z axis jets) tracking data was used to determine a new aim

point and timing as described in Figs. 7. 14 and 7. 15 at the second

thrust point (R _-i. 5 nm). Tracking and navigation computation

is done during the coast intervals (horizontal dashed lines in

Fig. 7. 43) of the terminal maneuvers. The profile of Fig. 7. 43

assumed an initial LEM weight of 4480 Ibs and an effective

exhaust velocity of the RCS jets of 8700 fps (Is --270 seconds).
P

The terminal maneuver from 5 nm to 500 feet required slightly

more than ii minutes making a total time from ascent injection

to initiation of docking of 57 minutes for the trajectory of Fig. 7. 34.
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HCM(t 'I)urinK the terminal rendezvous phase, the final aim point A )

was shifted for" each of the three thrust or velocity corrections.

In this example, the aim point was shifted a total of 22.4 degrees

from the initial midcourse aim point, and had the effect of length-

ening the rendezvous by 459 seconds. The terminal miss or

closest approach of the terminal maneuver in Fig. 7.43 was 41

feet, if the vehicles were allowed to close at 5 fps after the third

and last ti_rust period.

An alternate terminal R-R criteria was listed in section

7.2.4.2 involving a parabolic or constant acceleration engine-on

and engine-off criteria. An example of the terminal rendezvous

phase using this criteria is shown in Fig. 7.44 for the same ascent

trajectory and initial conditions of the example in Fig. 7.43. The

engine-on and engine-off criteria was referenced to the desired

docking conditions as follows:

Fn_ine off: (l_ + 5 fps) 2 _ 1 fps 2

2(R - 500 ft) 6

Yngine on: (H _ 5 fps) 2 _ __1 2

2(R - 500) 3 fps

This criteria required seven velocity corrections for the terminal

phase as shown in Fig. 7. 44. In this example, the seventh or

final thrust period was left on until the desired - 5 fps terminal

velocity was achieved. The total time for the maneuver was four

minutes shorter than that of Fig. 7.43. As mentioned in Section

7.4.2.4, there are many possible R-t} criteria that could be

used for the terminal rendezvous phase. At the present time,

the ]R-1R schedule of Fig. 7.43 is preferred over the parabolic

1R-I} criteria of Fig. 7.44 in the primary G&N operation for the

following reasons:

1) Longer coast periods for tracking and computation

between velocity corrections: especially at short
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ranges.

2) Fewer engine starts and aim point shifts.

3) A preselected thrust initiation schedul(, as a l'un_:t, ic,rL

of rang(, which would enable astronaut n_cmil, c,r'ir_t4 r'e-

gardless of initial velocity conditions. 'I'F_. v(,lo(;ity

correction AV requirement is essentially th(_ same

for either R-R criterion.

An example of a terminal rendezvous maneuver with initial

closing velocities greater than the HCS capability is illustrated

in Fig. 7.45. These initial conditions (R0 = 319 fps) resulted

from the ascent trajectory of Figs. 7.28 and 7.29 which was

launched from 2.2 degree out of plane conditions. The same

initial weight (4480) lbs ) and RCS engine characteristics were

assumed, as in the examples of Figs. 7.43 and 7.44,along with

the IR-t_ schedule requiring three terminal velocity corrections.

Since the initial closing velocity at 5 nm exceeds the RCS capa-

bility, three cases are illustrated for the first thrust maneuver

in Fig. 7.45.

In Case 1, the ascent engine (3500 pounds thrust, I = 306
S

P

seconds) reduced the closing velocity to the desired -100 fps level

in a 8.9 second maneuver, Points A to C in Fig. 7.45. In this

case, it was assumed that there was enough propellant in the as-

cent tanks to provide the 219 fps maneuver. The following two

velocity corrections were then achieved by 2 RCS jets (+ Z axis)

after the vehicle was reoriented during the first 194 second coast

interval (C to G).

In the second case of Fig. 7.45, the ascent engine reduced

the initial closing velocity to -200 fps at Point B and was then shut

off. The LEM was maintained in the same orientation (X axis es-

sentially along the line of sight), and the four -X axis RCS jets

were then used to reduce the closing velocity from -200 fps to the

desired -I00 fps level (B to D of Fig. 7.45). The final two velo-
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city corl'('ctions were again achieved with the two Z axis ]{C._ .iets

as in Case 1.

The third case shown in Fig. 7.45 terminates the ascent

engine when the -Z00 fps velocity condition is reached (Point B).

The LEM was then reoriented 90 degrees during the 15 seconds

coast interval (B to E) and the two Z axis HCS jets turned on to

control the velocity to the desired -100 fps level (E to F). The

final two velocity corrections were the same as in the previous

C as es.

As shown in Fig. 7.45, the major difference between these

three cases is in the first thrust and coast periods. Case 1 re-

suited in an oven'-all maneuver that was 47 seconds longer than

Case 3. In normal operation, when it is necessary to ignite the

ascent engine for the first terminal phase velocity correction, it

is desirable to maintain the ascent engine on until its propellant

supply is used or shut off by the G&N system after the desired

velocity has been achieved (Case 1). When insufficient ascent

engine propellant is available to complete the first veh)city cor-

rection, either Case 2 or 3 of Fig. 7. 45 could be used depending

upon time or monitoring requirements. In all cases, the final

two velocity corrections would be controlled by the "Z axis RCS

,jets. The total time from injection to initiation of docking for the

ascent trajectory of Fig. 7. 28, and the Case 1 terminal phase

profile of Fig. 7.45 was 51.4 minutes.

More recent estimates of the LEM ascent stage weight

conditions at normal rendezvous are higher than that assumed

in Fig. 7.45. An initial weight condition of 5680 pounds is shown

in Fig. 7.46 for the same ascent trajectory of Fig. 7.45 and 7.28.

The three cases of Fig. 7.-45 are repeated for this weight condition

and it can be seen by comparing these two figures that the major

effect is a reduced overall terminal phase time for the 5680

weight condition. The heavier weight LEM requires longer

thrust maneuvers with resulting shorter coast periods (especially
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the first coast period of Case 3) for the same R-R schedule.

7.6.3 Docking and Operations Prior to Transearth Injection

Docking of the LEM and CSM has been assumed to be a

completely manually controlled operation requiring no primary

G&N operation other than achieving the desired initial conditions

of a closing relative velocity of -b fps at a separation range of

500 feet at the end of the terminal rendezvous phase.

After docking and crew transfer has been achieved, the

CSM orbital navigation mode of operation described in Chapter

2 is continued to establish the initial conditions for the trans-

earth injection phase.

7.7 CSM Monitoring Operation

Throughout the LEM midcourse and terminal rendezvous

phases, the CSM will monitor the LEM trajectory and velocity

corrections with its primary G&N system, which is essentially

identical to that of LEM as indicated in Fig. 7.1. The two pri-

mary G&N systems will solve the same guidance problem inde-

pendently, and monitor the results over the inter-vehicle com-

munication or data link. This monitoring problem is currently

under study and will be presented in a later report. If the gEM
a

primary G&N system had failed, the CSM primary system would

be the first level back-up during the rendezvous phase. Velocity

correction commands could be relayed to the LEM over the com-

munication link (Fig. 7.1), or the CSM could perform the re-

trieval or active rendezvous. If possible, it is desirable to per-

form the rendezvous maneuver with the LI_M to conserve CSM

propellant, but the CSM would always be prepared to perform the

midcourse and terminal rendezvous maneuvers throughout the

rendezvous phase from either ascent or abort injection conditions.

The CSM procedure for commanding gEM velocity correc-

tions during rendezvous, in the event of LEM primary G&N failure,

or active retrieval, in the event of LEM propulsion failure, is

presented in Chapter 9.
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CHAPTER 8

PRIMARY G&N CONTROLLED ABORT MANEUVERS

8. 1 General Description

The abort maneuvers considered in this chapter result

from conditions other than primary G&N failure between the

injection into the descent orbit and the final hover and touchdown

on the landing maneuver. Abort conditions which arise after

the lunar landing maneuver has been completed result in guidance

operation very similar to that described for normal launches

and rendezvous in Chapters 6 and 7. Emergency launch

considerations have already been discussed in Sections 5.2

and 6.2. In those sections the LEM was required to be injected

into a parking orbit whether or not the CSM was within the line

of sight tracking. In these cases, the phasing of the two vehicles

must be modified by either waiting or changing one of the orbits

such that line of sight tracking can be achieved. Once tracking

has been established, both the normal rendezvous techniques

described in Chapter 7 and aim point determination discussed

in Section 8.2 are used for the completing of the abort maneuver.

The abort conditions considered in this chapter, however, are

restricted to the phases of the mission prior to the time when

normal primary G&N system operation is terminated in the landing phase.

The objective of the primary G&N system for these abort

cases is to establish a rendezvous trajectory as soon as possible

that will result in near minimum time and AV requirements.

This operation is sometimes referred to as a "quick abort"

capability, This capability may be required in the case of life

support system failure or extensive radiation. The primary

G&N system uses the explicit guidance equations discussed in
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Chapter 6 and also the rendezvous guidance technique discussed

in Chapter 7 in order to achieve this objective. The abort

maneuvers and trajectories considered in this chapter are limited

to the LEM vehicle. The CSM will normally monitor the LEM
operations as mentioned in Section 7. 7. CSM active retrieval

operations are described in Chapter 9. The following sections

describe typical primary G&N performance for the LEM-powered

and unpowered portions of the abort trajectories.

8.2 Abort Conditions Prior to the Landing Maneuver

This phase of operation includes the interval from in-

jection into the descent orbit through the coast phase of the

descent trajectory up to the ignition point for the powered landing

maneuver. The type of abort operation in this interval is dependent

upon the type of descent orbit used for the landing mission.

Aborts from equal period descent trajectories (covered in

Section 3.2) are relatively simple since this type of descent orbit

is chosen for its natural abort characteristics. If an abort condition

arose between injection and perilune of such a trajectory, the

powered landing maneuver would not be initiated and the LEM would

be allowed to free fall to the intial injection point where a terminal

rendezvous maneuver would be performed. Small midcourse

corrections may be required in maneuvers of this type. These

are dependent upon the injection errors and type of guidance used

for the injection maneuver (as summarized in Section 3.2.4 and

Fig. 3.10).

The Hohmann type descent trajectories (covered in Section

3.3) do not have the natural abort capability of the synchronous

descents, and therefore require powered maneuvers in order to

establish abort trajectories over the intervalconsidered. If an

abort condition occurred during the coast interval of the Hohmann

descent, the primary G&N system would be required to:

1. Determine an appropriate aim point for the abort

rendezvous;
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The aim
achieved

the logic
CSM and

2. Execute the powered maneuver in or'det' to establish

the rendezvous trajectory;

3. Provide midcourse correction on the rendezvous

maneuver; and

4. Control the terminal rendezvous maneuver'.

point determination in abort cases of this type is
in the same manner as described in Section 5. 4 with

network shown in both Fig. 8. 1 and Fig. 5. 6. The

LEM position and velocity vectors are continually up-

dated by the navigation technique, and these state vectors are

then used in the network of Fig. 8. 1 in order to determine an

appropriate aim point based on AV and perilune requirements.

This operation is identical to that previously described in

Chapter 5 with the exception that a single near optimum AV point is

determined within the perilune criteria by the search or iteration

technique represented by the vertical lines in Fig. 5. 7. Horizontal

or phase angle iteration in order to determine launch interval

is not used in this case. Once the aim point and time of arrival

on CSM orbit has been determined, the explicit guidance technique

described in Section 6.2 is used in order to control the first

powered maneuver of the abort trajectory. Typical trajectories

for various abort points separated by about 10 minutes along the

Hohmann descent trajectory are summarized in Fig. 8.2. In

this figure, the LEM is injected on the Hohmann descent at

Point A and a condition requiring a quick abort,illustrated by

Point B, oceurredat some interval between Point A and the perilune

P. The resulting abort trajectory central angle, ¢2 ' required

injection velocity, AV 1 , and terminal rendezvous velocity, AV 2,

are summarized in this figure. It might be noted that the phasing

between the two vehicles during the interval A to P of Fig. 8.2 is

increasing in such a direction that it makes immediate abort

action preferable to waiting for some later time in the descent

trajectory, as illustrated in the table of Fig. 8.2.
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The primary G&N operation listed above is cacricd out

on tile I,EM vehicle and the CSM vehicle. Aim point determination
will be checked and verified over" the intervehicte communication

link, and after" the LEM has been injected on rendezvous tr'a.jcctory,

both vehicles will perform the midcoursc correction computation

described in Sections 7.2 and 7.5. Terminal rendezvous, AV 2

of Fig. 8. 2, will be achieved by the LPTM as described in Section

7.6. Active CSM retrieval cases are described in Chapter 9.

8. 3 Aborts During I_anding Maneuvers for Hohmann Descents

8.3.1 Typical Powered Abort Maneuvers

General rendezvous trajectories for aborts from a landing

maneuver similar to that described in Section 4.3 are summarized

in l?ig. 8. 3. In this figure, ti_e GEM is injected into a tIohmann

descent trajectory at Point C and initiates a powered landing man-

euver at Point P. Referencing time zero as the initiation of the

landing maneuver at Point P, the table of Fig. 8. :3 summarizes

the required injection velocity, Vco, the free fall central angle,

gi, the terminal rendezvous impulsive velocity, AV2, and the

perilune of the abort rendezvous trajectory for" various abort

times during the landing maneuver. The abort time of 519

seconds in this figure represents an abort condition after 60

seconds of hover for the landing maneuver. The terminal rendezvous

points on the CSM orbit, resulting from aborts during the landing

maneuver, are illustrated by the abort rendezvous sector in Fig.

8. 3. It was assumed that these abort trajectories were coplanar

with the CSM orbit, and that the burnout altitude of the powered

abort maneuver was at 50,000 feet with a minimum perilune

altitude criterion of 30,000 feet.

The general characteristics of the landing and powered abort

maneuvers with tlaerelative phasing of the two vehicles are illustrated

in Fig. 8.4. With reference to this figure, the CSM is behind the

ignition point of the landing maneuver (t = O) by an angle of 9.4 °.
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The cases illustrated in Fig. 8.4 cover typical aborts at times

varying from perilune or ignition to a 60 second hover condition.

The time tI listed in this figure is the point in the landin_ man-

euver" at which the abort was initiated at a distance R 1 from

the ignition point and at an altitude of h I. In this figure, it was

assumed that the descent stage of the LEM vehicle was staged

at the abort time. The primary G&N system controls the landing

maneuver phase prior to abort by the explicit equations presented

in Section 4.2, and then guides the abort powered maneuver by

similar explicit equations presented in Section 6.2. The Ah

column of Fig. 8.4 summarizes the altitude loss from the abort

point altitude in the landing maneuver when the abort maneuver

is controlled by these guidance equations. The following vehicle

assumptions are made:

I. No intentional vertical thrust or rise interval is

programmed by the guidance equations;

2. The maximum attitude rate of the LEM vehicle is

limited to I0 degrees per second;

3. Ascent engine thrust i_ constant at 3500 pounds

(Isp = 306 seconds);

4. Initial ascent stage weight = 8835 pounds.

The total time for the landing and abort-powered maneuvers with

the separation angle between the two vehicles at injection on the

abort trajectory are summarized in the last two columns in

Fig. 8.4. The phase conditions 0f(a negative sign indicating

that the CSM is behind the gEM) result in the abort trajectory

sectors illustrated in Fig. 8. 3.

8. 3.2 Aim Point Determination for Abort Trajectories

The explicit guidance equations for the powered ascent

portion of the abort trajectory require the gEM position and

velocity vectors and an aim point and time of arrival on the

CSM orbit as inputs. It is unknown at the present time if there
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will bc sufficient computing time during powered phases of the

landing and abort trajectories in order to perform the iterative

aim point determination computation described in Sections 5.4 and

8.2. A dynamic simulation of the LEM vehicle and LGC is currently

being conducted in order to determine the explicit guidance equation

cycle time requirements and available computation time during
the powered phases of the LEM mission. Assuming that insufficient

computation time for aim point determination will exist during the
powered maneuvers, an alternate precomputed aim point scheme

can be used. Any precomputed aim point technique is complicated

by the fact that abort maneuvers during the landing phase can be

controlled by either the descent stage, the ascent stage, or some

combination. These alternatives result in a wide range of possible

acceleration profiles. A relatively simple predetermined aim

point scheme could be developed by the following procedure.

Prior to the initiation of the powered landing maneuver, a

series of abort times on a reference landing trajectory could be

chosen and, estimated abort trajectories determined from these

points, assuming that the LEIVI was staged at the abort point. Under

this assumption, the powered abort trajectory would have a reason-

ably well known acceleration profile which would cover approximately

the same central angle and require the same time as ti_elanding

maneuver to the abort point in question. From these injection

conditions, the relative phasing between the two vehicles could be

estimated, and an abort trajectory determined that would be optimized

for the maximum perilune altitude. Each abort trajectory would have

a terminal rendezvous point on the CSM orbit under these assumptions

that could be represented by a time, or time of arrival, on the CSM

orbit. Apolynomial could then be generated to approximate these

times of arrival. These times represent aim points on the CSM orbit

as a function of abort times during the landing maneuver. As previ-

ously mentioned, this operation would be completed before the LEM

initiated the landing maneuver and the time of arrival polynomial

stored in the LGC.

If an abort condition occurs during the landing maneuver,

the primary G&N system will command the descent engine throttle
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to its maximum setting and set the thrust vector at a preselected

attitude such as 45 degrees above the horizontal in the direction

of the trajectory. During the interval that the LEM is being re-

oriented to this new position (I0 to 12 seconds for the maximum

attiude rate assumed) the LGC interrogates the time of arrival

polynomial and then advances the CSM position vector by this

time on the basis of its stored ephemeris. By the time the gEM

approaches the preselected thrust attitude, the explicit guidance

equations have had an opportunity to cycle sufficient times using

this aim point that they can direct the thrust attitude of the LEM

for injection on an abort trajectory. It might be noted that the

chief requirement of this initial powered abort maneuver is to

inject the LEM on a safe ascent trajectory that comes as close

as possible to the preselected aim point. After injection, the

aim point could always be modified or changed during the free

fall phase of the midcourse rendezvous phase by the aim point

determination technique previously described in Sections 5.4

and 8.2.

The effects of either staging or not staging the gEM vehicle

using this preselected aim point procedure are summarized in

Figs. 8.5 and 8.6. In Fig. 8.5,the powered landing and abort

maneuvers are summarized along with vehicle phasing and

injection for two cases. The first case (indicated by the asterisk

at the abort time) represents the condition when the descent

stage is staged at the abort time and the powered abort trajectory

completely controlled by the ascent engine. This is the case for

which the precomputed aim point determination is made. The

second case illustrated in Fig. 8.5 represents the condition when

the descent stage is used to control as much of the powered abort

maneuver as possible. The time at which the descent stage is

jettisoned is listed in column three of Fig. 8. 5 with time referenced

to the initiation of the landing maneuver at t = 0. It can be seen

in this figure that the descent stage can completely control the

powered abort maneuver for an abort initiated prior to 9.50 seconds
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along the landing maneuver. The assumptions made in this

simulation are identical to those previously listed in Section 8. 3. 1

with the following additions:

i. Descent engine is shut off and the stage jettisoned

immediately, (no time delay) when the LEM weight

reaches Ii, 000 pounds.

2. During the powered abort maneuver using the descent

engine, the thrust is set at I0,500 pounds(Isp= 301 sec).

Further simulation results not tabulated in Fig. 8. 5 indicate that

the descent stage can control abort maneuvers initiated up to

300 seconds along the landing maneuver from the Hohmann descent

under these assumptions. This implies that the descent stage

could be used in cases where the abort is not due to this

engine in order to control aborts over most of the first phase

of the landing maneuver, as illustrated in the first two cases

listed in Fig. 8. 5. With reference to these cases, it can be seen

that the phasing of the two vehicles at injection does not vary over

one degree between the staged and unstaged cases. The third

and fourth cases listed in Fig. 8. 5 illustrate the effects of staging

the descent stage during the powered abort maneuver. In the

abort during Phase 2, the descent stage was used for 194 seconds

after the abort point or 548 seconds after initiation of the landing

maneuver. The final case listed in Fig. 8.5 involved an abort

at the hover point and used the descent stage for an additional

144 seconds of the abort maneuver. Referring to the last two

cases of Fig. 8. 5, it can be seen that the phasing angle at injection

is larger than in earlier abort cases due to staging effects.

Figure 8. 6 summarizes the difference between the staged

and unstaged powered abort maneuvers when the predetermined

aim point technique as described above is used to control the

abort maneuver. The time of arrival t A in the second column

of this figure is the output of the polynomial generated prior to

the landing maneuver. The central angle of the powered and

free fall trajectory is listed under column, _, while the free fall
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trajectory central angle is compared under column 50. With

reference to this column, it can be seen that the free fall trajectory

for those cases in which the gEM was not staged at the abort point

covered greater central angles in all cases except that of the hover

condition. The free fall time from injection to terminal rendezvous

is listed under column t with the difference shown in column 6t.

Comparing the cases summarized in Fig. 8. 6, it can be seen that

the case in which the descent stage was used to its capacity in

the powered abort always resulted in greater free fall times in

order to cover the generally larger free fall central angle. Column

V l of this figure summarizes the injection velocities required in

all cases for achieving the predetermined aim point conditions.

It can be seen that there is a small difference in injection velocity

magnitude for the cases considered. The terminal rendezvous

initial closing velocity conditions for these trajectories are listed

in column AV 2 . The two most important factors in evaluating

the predetermined aim point technique are the total AV required,

V 1 + AV2, and the perilune altitude of the ascent trajectory.

Comparing the cases listed in Fig. 8.6, it can be seen that in those

cases in which the descent stage was used to its capacity, more

total AV was required than the case in which the descent stage

was jettisoned at the abort time. This is to be expected since the

aim points were determined for this latter case, and the additional

AV requirement for the condition using the descent stage is more

than compensated for by the additional AV capability maintained

by using this stage to its capacity. The perilune altitudes sum-

marized in the last column of Fig. 8.6 indicate that the pre-

determined aim point technique results in ascent trajectories with

adequate perilune conditions, but the minimum criterion is being

approached for the abort cases late in the landing maneuver,

specifically at the hover point.

The predetermined aim point technique illustrated in this

section is one of several possible approaches to the primary

G&N operation during the powered abort maneuvers. Final deter-
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ruination of the approach taken will be made by the expanded
simulations currently being conducted.

It might be noted that in the predetermined abort aim

point procedure described above, the time of arrival polynomial

can only be carried to a point in time at which acceptable in-

jection phasing angles and resulting perilunes exist. After this

time, the LEM is forced into a parking orbit operation if an

abort is required. This condition will normally only exist after

tile LEM has landed, but the primary G&N system is kept active

in order to control aborts during the next 15 to 30 minutes (see

Section 5.2). In this case the emergency launch to parking orbit

guidance (see Section 6.2)isusedwhenthe limit of the time of

arrival polynomial is reached.

The operating margin for the predetermined abort aim point

concept described above could be further increased if during aborts

using the descent stage the descent engine throttle were always

set at a level that approximates the acceleration of ascent stage

operation. This abort procedure has not been assumed in the

primary G&N analysis, but would result in similar acceleration

profiles during abort maneuvers controlled by either stage and

also reduce the trajectory differences listed in Fig. 8.6.

8. 3.3 Primary G&N Performance

Figures 8. 7 through 8. i0 summarize error volumes at

the injection point for various landing and abort maneuvers.

These error volumes were generated by propagating the convariance

matrix from the perilune or landing maneuver ignition point

(Fig. 3.28) through the powered landing and abort maneuvers to

the injection point. The IMU instrument uncertainty was then

added to this covariance matrix in order to generate the error

volumes shown in the figures. It might be noted that in comparing

the error volumes in Fig. 8. i0, resulting from a landing and an

abort maneuver initiated after 60 seconds of hover, with the error

volume for a nominal ascent as shown in Fig. 6. 19, the velocity
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and position components of the abort injection are only slightly

larger than those of the ascent injection. This is true even though

the powered trajectory of the landing abort maneuver was more

than twice the time of the ascent trajectory. This condition arises

from the fact that the major error source in the ascent trajectory

is due to IMU misalignment at launch initiation as illustrated in

Fig. 6. 18. In the case of the abort maneuver, the alignment

effects tend to cancel since the thrust acceleration profile during

the powered abort phase is almost directly opposite to that of the

powered landing phase preceding it. This fact thus tends to

cancel misalignment effects. The injection uncertainties shown

in Fig. 8. 10 are primarily due to acceleration bias errors for

that portion of the total covariance matrix contributing to IMU

performance. A similar effect is illustrated in comparing the

abort injection error volume of Fig. 8.8 with that of the landing

maneuver error volume from which the abort trajectory initiated

in Fig. 4. 25. In this comparison, the velocity components Y and

are essentially equal, but the X component for the abort

trajectory is approximately twice that of the landing maneuver,

thus indicating that for the abort cases the accelerometer bias

effects are becoming dominant over misalignment effects.

The unpowered ascent trajectories after abort injection

along with the associated midcourse rendezvous guidance perfor-

mance for injection of uncertainties similar to those presented

in Figs. 8.7 through 8. 10 are illustrated in Section 8. 5.

8.4 Aborts During Landing Maneuvers from Equal Period Descents

8. 4. 1 Typical Powered Abort Maneuvers.

Figure 8. ii illustrates the general trajectory characteristics

for abort maneuvers during the powered landing phase initiated

from an equal period type descent orbit. In this figure, the LEM

is injected on synchronous orbit at Point A, and returns to this

point for a rendezvous condition if the descent engine is not ignited

at Point P. The table of Fig. 8. Ii sumlnarizes the general
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trajectory characteristics for aborts initiated during the powered

landing maneuver which required447 seconds to achieve a hover

condition. The 507 second abort case of Fig. 8. l l is the 60

second hover condition. With reference to Fig. 8. ll, it can be

seen that the abort rendezvous sector from this type of landing

maneuver ranges from 270 to 180 degrees (Points A to B)

measured from the ignition point P of the landing maneuver. The

abort injection altitude for the cases summarized in Fig. 8. 11

was 60,000 feet, with a minimum perilune condition criterion of

30,000 feet.

The general characteristics and phasing between the two

vehicles during the landing and powered abort from the equal

period landing conditions are summarized in Fig. 8. 12. Results

of this figure are very similar to those for the Hohmann landing

case of Fig. 8. 4. The major difference in the phasing between

these two maneuvers is the position of the CSM at the start of the

powered landing maneuver: 9. 4 degrees behind the I,EM in the

Hohmann case, and 8. 1 degrees in the equal period case. The

phasing between the two vehicles at abort injection is summarized

in the last column of Fig. 8. 12 for the equal period landing and

abort cases. The resulting trajectories from these initial injection

conditions are similar to those for the Hohmann landing and abort

conditions as can be seen by comparing Figs. 8. ll and 8. 3.

8. 4.2 Primary G&N Performance.

Figures 8. 13 through 8. 16 summarize the injection error

volumes for abort maneuvers initiated during a landing maneuver

from equalperiod descent conditions. These error volumes are

for orbital navigation Model #1 and the covariance matrix from

which the perilune error volumes of Fig. 3. 25 were generated.

When compared with ascent and landing trajectory error volumes,

the same effects described in Section 8. 3. 3 for the Hohmann landing

and abort injection cases apply for those error volumes of Figs. 8.13

through 8. 16.
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8. 5 Rendezvous Trajectories from Aborted I_andings.

Figure 8. 17 is a plot of an abort trajectory which resulted

from an abort condition initiated after 150 seconds of the powered

landing maneuver from an equal period descent condition. In this

case, the I_EM was ahead of the CSM by 7 degrees central angle

at injection. The rendezvous maneuver covered a central angle

of 237 degrees between the injeetion point and the terminal aim

point. The LEM injection errors assumed for this trajectory

are listed in Fig. 8. 17, and are similar to those in Fig. 8. 13

when a positive sign is chosen for all components. The uncorrected

trajectory resulting from these injection errors had a point of

closest approach to the CM of 12.2 nm as indicated in Fig. 8. 17.

The rendezvous midcourse guidance technique was used for mid-

course velocity corrections in this trajectory and required a

total of 17.3 ft/sec in three mideourse eorrections. The initial

LEM E matrix used in the rendezvous guidance system can be

generated for all possible abort conditions from a reference

landing trajectory. This involves extensive storage in the LGC,

and it is therefore desired to limit the initial LEM E matrices

required to those for ascents and abort trajectories. The trajectory

shown in Fig. 8. 17 used the standard LEM ascent injection matrix

(listed in Fig. 7.27) for control of the midcourse rendezvous phase.

When comparing this case with that of using the actual LEM injection

E matrix for this abort condition, there was negligible difference

in midcourse guidance performance. It is therefore concluded

that a single LEM E matrix will be used for both ascent and abort

conditions. The tracking parameters used for the trajectory of

Fig. 8. 17 again are those listed previously in Fig. 7. 27 for ascent

trajectories. With reference to Fig. 8. 17, it can be seen that the

final or third midcourse correction was applied at a range of 105

miles and resulted in a miss distance of less than 500 feet. In

this particular case, a very good first midcourse correction was

made at a range of 219 miles, thus resulting in very small second
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and third midcourse corrections being required. This trajectory

illustrates the performance capabilities of the midcourse rendez-

vous technique at long ranges for the radar tracking performance

currently specified. The trajectory of Fig. 8. 17 is referred to as

abort trajectory D-2 in Section 7. 5 which compares fixed time and

statistical midcourse correction criteria. The trajectory shown

in Fig. 8. 17 used the statistical criteria and initial covarianee

matrices of Fig. 7.27.

A rendezvous trajectory resulting from aborting the land-

ing maneuver during a hover condition is illustrated in Fig. 8. 18.

After powered abort injection, the phasing between the two vehicles

was 12.4 degrees in this case. This phase is greater than that

normally associated with the Hohmann type transfer. The trajectory

illustrated in Fig. 8. 18 assumed the LEM injection errors as listed,

thus resulting in an uncorrected point of closest approach of 10.8

rim. This trajectory is pIotted from the first midcourse guidance

correction point at 125 nm. A total of four midcourse corrections

were required for a total of 48. 4 ft/sec in order to establish the

final intercept trajectory. All system parameters and initial E

matrices, with the exception of the injection errors, are the same

as those listed in Fig. 7. 27. The statistical midcourse correction

criteria were used for the trajectory of Fig. 8. 18. As a result,

the first midcourse correction was delayed until the LEM was

within 160 degrees of the final aim point due to the 180 degree

÷ 20 degree sector limitation, (as described in Section 7. 5). An

alternate technique for reducing the midcourse correction AV

requirement for trajectories of this type has been presented in

Section 7.5. This technique can essentially reduce the AV require-

ment from 48.4 ft/sec to 40 ft/sec. The trajectory of Fig. 8. 18

is referred to as abort trajectory D-8 in Section 7. 5.

The terminal rendezvous maneuver for the abort trajectories

is controlled in the same manner as those for the ascent trajectories

described in Section 7. 6. The trajectories of Figs. 8. 17 and 8. 18,
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illustrate that the terminal rendezvous closing velocity can vary

between 100 ft/sec and over 300 ft/sec. In the case of the

trajectory of Fig. 8. 17, a high initial closing velocity at the

terminal rendezvous phase of 336 ft/sec resulted with a relatively

heavy I,EM vehicle. This was because the descent stage could

perform the complete powered abort maneuver providing this

stage was notthecause of the abort condition. In this ease, the

descent stage or the ascent stage main propulsion system would

have to reduce the closing terminal velocity within the capability

of the LEM - RCS system during the first velocity correction or

thrust period of the terminal rendezvous maneuver. In the abort

trajectory of Fig. 8. 18, a relatively low closing velocity results.

This could be handled by the LEM - 1RCS system since the descent

stage would have been jettisoned relatively early in the powered

abort maneuver. In the trajectory case of Fig. 8. 18, the first

terminal rendezvous thrust maneuver would not be applied since

the closing velocity is lower than the desired or prescribed 100 ft/sec

velocity condition. A two-thrust terminal rendezvous maneuver

would be initiated at a range of 1. 5 nm in this case if the 1R-t_

criteria presented in Section 7. 6 were used.

455





CHAPTER 9

CSM RETRIEVAL AND LEM BACK-UP OPERATIONS

9. I Objectives

As mentioned in Section 7. 7, the CSM will monitor all

unpowered (descent and rendezvous) phases of the LEM mission

with its primary G&N system and the navigation technique de-

scribed in Section 7.2. The monitoring criteria and procedure

is currently being developed and will be presented in a future

report. The major effort of this monitoring operation will be to

determine proper operation of the LEM and CSM primary G&N

systems, and to command LEM midcourse and terminal velocity

corrections over the inter-vehicle communication or data link in

the event of LEM primary G&N failure. If the LEM primary G&N

system failed during the powered landing or ascent maneuvers,

these powered maneuvers would be controlled by the LEM abort

or back-up guidance system to injection. The CSM system would

then track the LEM and command required midcourse corrections.

This operation is described in Section 9.2.

Another CSM rendezvous requirement is the active retrieval

of the LEM in the event of LEM propulsion failure after injection.

The primary G&N rendezvous guidance presented in Section 7.2

will be used for this type of operation, and typical retrieval tra-

jectory conditions are presented in Section 9.3.

9.2 CSM Back-up Guidance Operations for the LEM

9.2. 1 General Comments

A study was conducted to determine the maximum LEM

injection errors that could be permitted and still achieve a ren-

dezvous within the LEM A V budget using the CSM midcourse and
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terminal velocity commands. It was assumed that the primary

G&N system, including the rendezvous radar on the I,EM, had

failed and that powere(t ascent was made with the I,EM back-up

or abort _uidance system. Immediately after" injection, full use

is made of the primary G&N system and the rendezvous radar on

the CSM whenever possible to determine the velocity corrections

which the I_EM should make in order to achieve rendezvous with

the CSM. This data is transmitted from the CSM to the I_EM by

voice or data link.

In this investigation it was not felt necessary to require

the I_EM to be injected into a clear perilune orbit at the end of

the powered ascent phase, since such a requirement unduly

restricts the permissible velocity errors at injection. Even with

much larger errors, there is sufficient time available after in-

jection before it is necessary for the LEM to correct its orbit so

as to insure a safe minimum altitude. This available time can be

used to advantage by the primary G&N system on the CSM to

determine a velocity correction for the LEM which would not only

insure a safe orbit, but also place the [,EM on a more optimum

trajectory to the CSM.

LEM injection was assumed to take place at an altitude of

50,000 feet with the CSM in a circular orbit of 80 nm altitude. ]t

was assumed that the A V budget in LEM main propulsion and RCS

tanks to achieve rendezvous was 630 fps after the LEM ascent had

been injected with a velocity of 5500 fps.

Three possible abort situations were considered in this study:

1. Emergency launch from the lunar surface with the LEM

back-up G&N system when the CSM is not visible (i. e.,

not within tracking range).

2. Abort from the normal landing phase with the LEM

back-up G&N system. Both an early and late abort

are considered.
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3. Ascent from the lunar surface with the LEM back-up

G&N system when the CSM is within tracking limits.

9.2.2 Emergency Launch From the Imnar Surface Under

LEM Back-up Guidance Control

In this example, the LEM must leave the lunar surface

under control of the back-up G&N system when the CSM is not

visible or within radar tracking range. Such would be the case

if the LEM primary G&N system had failed and the ascent engine

propellant tank developed a serious leak or potential loss of

pressurization. The primary goal is to get off the lunar surface

and into a safe orbit as soon as possible

At ascent injection (Fig. 9. 1), the cut-off velocity (Vco)

is assumed to be at some positive angle (C_co) with respect to the

local horizontal. Although the LEM may have injected into an

orbit with an unsafe perilune, it is proposed that the LEM be per-

mitted to coast upwards until,at some predetermined time, a

velocity correction (A V1) is applied horizontally which would

then place the LEM in a safe orbit. The velocity correction (A V1)

was arbitrarily selected to be 200 fps, and applied with an

angular error (c_1) of _ 5 degrees with respect to the local horizontal.

The range of flight path angles (aco) considered at injection

were 0 to 8 degrees. Results are given in Tables 9. 1 and 9.2 for

cut-off velocities of 5, 500 and 5,600 fps, respectively. In each

table, the time after injection at which A V 1 is applied is the same

for all values of _ and is equal to the time between injection
co J

and apolune for the a = 8 degrees case.co

The symbols used in Fig. 9. 1 and Tables 9. 1 and 9.2 are

the following:

H = injection altitude = 50,000 feetco

V = magnitude of injection velocity
CO
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OL
CO

61

_A 2

HAV 1

H
Pl

HA 1

H
P2

HA 2

t

= flight path cut-off angle with respect to local

horizontal

= angular error with respect to the local horizontal

in applying A V 1 (positive when AV 1 is above the

local horizontal)

= central angle from injection to point of AV 1

application

= central angle from point of AV 1 application to

new apolune (positive if apolune ahead)

= altitude when AV 1 is applied

= perilune altitude after injection

= apolune altitude after injection

= perilune altitude after AV 1 application

= apolune altitude after AV 1 application

= time after injection when AV 1 applied

It is apparent from Tables 9. I and 9.2 that there is no

serious difficulty in establishing a safe orbit for the LEM if the

injection flight path angle is anywhere between 0 to 8 degrees

and the cut-off velocity is between 5, 500 and 5,600 fps. Note

that an angular error (al) of ÷ 5 degrees in applying AV 1 has

very littleeffect on the final orbit.

One factor "should be stressed, however, with respect

to this type of abort: the length of time which the LEM may

have to stay in orbit before the proper phasing is established

with respect to the CSM for rendezvous. This will probably be

a problem for most any orbit which the LEM may achieve. No

attempt was made to analyze the problem of orbit stay time for

the gEM. However, it should be pointed out that range and range

rate tracking by earth stations would probably be very useful in
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reducing the stay time. It is possible that enough time is available

between injection and A V l application to enable earth tracking to

determine a more suitable AV l to reduce stay time.

The method of attack used in this example is by no means

optimum, but does illustrate that a relatively simple scheme can

permit sizable injection errors with reasonable crew safety.

Typical AV requirements for changing the orbital plane of

the [,l,]Mone degree are 82 feet per second at apolune and I01

feet per second at perilune, which were determined for the case

= 0° and V = 5,500 feet per second.whe re _ co co

9.2. 3 CSM Primary G&N System for LEM Aborts

Whenever the CSM is within radar tracking range of the

LEM, the CSM primary G&N system and rendezvous radar would

be used in assisting the LEM in an abort. If the LEM primary

G&N system has failed durit_g the normal landing phase or during

the lunar stay period, the LEM back-up G&N system is used for

powered ascent. After LEM injection the CSM primary G&N

system and rendezvous radar are used to determine the LEM

orbit and the velocity corrections required by the LFM to achieve

rendezvous. Sufficient radar tracking time (typically 10 minutes)

exists after LEM injection to determine the LEM's orbit with

sufficient accuracy.

Use is made of the aim point minimum A V, two-impulse

program (Section 5.4) and the stati._tical midcourse navigation

scheme (Section 7.2) to determine the required LEM velocity

corrections. The manner in which the midcourse navigation

scheme is used in this case is slightly different from that used in

previous rendezvous problems (,Section 7.4) because of the larger

LEM injection errors considered for the abort cases. During

normal operation, the time of the first midcourse correction is based
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upon the ratio

for the statistical midcourse correction criteria. In the abort

situation considered here, however, it has been found that a

more optimum approach is first to determine the I,EM orbit as

in the midcourse navigation scheme, and then to use the aim point

determination program to determine the best aim point and time

for the first midcourse correction (AV 1) before continuing with
the regular midcourse navigation scheme. The constraints placed

upon the aim point AV program were that the total AV for ren-

dezvous was not to exceed the assumed AV budget (630 fps) and that

the perilune altitude after the first midcourse correction was

not to be below 50,000 feet, as described in Sections 5.4 and 8.2.

All of the aborts covered in this section use this modified mid-

course navigation scheme.

In Fig. 9.2, it was assumed that,the LEM back-up G&N

system has controlled the powered ascent up to injection (I_EM

cut-off) with a resulting velocity magnitude (Vco) and a positive

flight path angle (aco). At this point, the central angle between

the CSM and the I_EM is e The LEM orbit at injection has an
O

apolune altitude (H A ) and a perilune altitude (Hp). After the
1 1

LEM has moved through a central angle of 61 , the first mid-

course correction.(AV 1) is applied. This correction would be

determined by the CSM and transmitted to the LEM. The LEM

then proceeds along the new orbit, defined as having an apolune

altitude (HA2) and a perilune altitude (Hp2), until it reaches the

point where AV 2 is applied in the terminal rendezvous maneuver.

The parameters measured by the radar in the midcourse

navigation scheme were range rate and the two gimbal angles

defining the line of sight. The 3-sigma radar accuracies were
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l% in range rate and 3 milliradians in both line-of-sight angles, as

in Section 7.4. These measurements were made every 60 seconds

with the preceding accuracies.

During an abort, it was assumed that the I,EM will always

attempt to inject with a velocity (Vco) of 5, 500 fps and a positive

flight path angle (_co) of 3 degrees. Deviations in the flight path

angle of e 3 degrees with respect to the nominal value (_co = 3 degrees)

were considered For the worst case, which was _ = 6 degrees,
• CO

a 2 degree out-of-plane velocity component was also considered

at injection, resulting from gEM back-up guidance alignment and

performance. This inclination of the LEM injection velocity

with respect to the desired orbital plane will be indicated in the

following tabulated results under the heading (INCL).

9.2. 3. 1 Aborts From Landing Maneuvers with the I_EM

Back-up G&N System

Two abort cases were considered for the normal landing

phase. The first was an early abort and represents a powered

ascent under control of the LEM back-up G&N system from a

point along the landing trajectory 300 seconds after perilune

ignition. The results for this abort are shown in Fig. ,9. 3. Tt_e

second landing abort considered was after hovering 60 seconds

(about 500 seconds after perilune ignition}. Figure 9.4 summarizes

the results for this late abort.

The time (t_) in Figs. 9. 3 and 9.4 is the time between in-

jection and applicatiln of the first midcourse correction. The last

column (AV T) in these figures represents the sum of the first

midcourse correction (AV 1) and the final velocity correction

(AV 2) for the terminal rendezvous maneuver. AV T is within the

assumed budget of 630fps for all cases• Only one midcourse

correction (AV 1) was made for each case in the tables. It is

probable that one or two more midcourse corrections would be

made if the first correction (AV 1) does not place the LEM on a
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direct collision course with the CSM. This would be the case if

insufficient radar tracking time was used to determine the I_EM

orbit after injection. Ilowever, it has been found that for most

abort cases, sufficient tracking time (at least 10 minutes) does

exist for determining a AV l which will place the I_EM on a

collision course. The maximum miss distances encountered

after application of AV l were found to be about 3 to 4 nm, and

would result in additional midcourse corrections for these cases.

To determine the extra amount of midcourse £_V which

would be used to correct for a miss of 4 miles, a simulation

run was made for the last case (_ = 6° INCL. = 2°) in Fig. 9.4
CO

where AV T was the largest requirement encountered. The miss

distance after the first correction (AV l) was 3.9 miles. Additional

midcourse corrections were required by the G&N system at

4320 and 6000 seconds after LEM injection in order to place the

LEM on a collision course. The total AV for these two correc-

tions was 16. gfps. The conclusion drawn from this result is

that the extra AV required in making midcourse corrections, after

the first one has been made, should be no more than 15 to 20fps

and will usually be less.

9.2. 3.2 Ascent From the Lunar Surface with the LEM

Back-up G&N S_zstem

To illustrate the abort case of launch from the lunar

surface under control of the ELM back-up G&N system, the

launch was so timed as to produce an initial phase angle (0o)

between the CSM and LEM of 12 degrees at injection. The

selection of a 12 degree injection phase angle was not made on

an optimum basis, but the results did indicate that the over-all

AV requirement was better than in the previous cases (0o -- i.4°

and 13.9o). From all indications, it seems that the central

angle (0o) can be between 1 to 16 degrees without incurring a AV

requirement over 630fps for rendezvous. Later studies should
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indicate the permissible variation in 0o, and the best value for

launch.

The results summarized in Fig. 9. 5 for # =12 degreeso

are therefore typical for launch from the lunar surface, and it is

seen that AV T is well below the assumed budget of 630 fps.

9. 3 CSlVl Retrieval Operations

9. 3. 1 General

CSM active retrieval will be required in the case of com-

plete LEM propulsion failure. Retrieval will also be required in

some cases of partial LEM propulsion failure or excessive LEM

.2V requirements. Two general classes of retrieval conditions

were considered in the study presented in this section. These are

listed in Fig. 9.6 as retrieval cases for normal I,EM ascents and

LEM abort cases.

9. 3. 2 Retrieval After Normal LEM Ascents

The first case considered involved a normal LEM ascent

and injection followed by a failure in the LEM RCS such that no

midcourse or terminal rendezvous maneuvers could be achieved

by the LEM. It might be noted that a complete failure of the

LEM RCS would also incapacitate the ascent engine due to no ullage

and thrust attitude control. This case is illustrated in Fig. 9. 7,

and is the ascent trajectory of Fig. 7. 28 of Section 7. 4. It was

assumed that the LEM was injected on this trajectory with the

same injection errors summarized in Fig. 7. 24. This reference

trajectory would normally intercept the CSM orbit at Point A of

Fig. 9. 7, but due to the injection errors, has a closest approach

distance of 8.4 nm as shown by Point A _of Fig. 9. 2. After LEM

ascent injection, the CSM tracked the LEM and used the rendez-

vous guidance technique of Section 7.2 to compute midcourse cor-

rections and terminal rendezvous corrections. In this case the

ascent reference trajectory time of arrival was maintained, ex-

cept that a new aim point was determined on the actual LEM
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trajectory at this future time (Point B of Fig. 9. 7). The CSM

then made midcourse corrections to intercept the LEM at Point 13.

The direct method of computation for this phase would compute

required CSM velocity corrections required for this intercept. It

was found in this investigation that if the CSM computed the re-

quired LEM velocity corrections to intercept the CSM at the

original aim point A, the sign or direction of these corrections

could be reversed and applied by the CSM to intercept the LEM at

Point B with negligible difference in overall AV requirement.

Since the CSM would normally compute required LEM velocity

corrections for monitoring purposes, this second method of com-

putation would be the simplest for the CSM G&N system.

Figure 9. 7 indicates that two CSM midcourse corrections

were required in this retrieval case. These velocity corrections

were determined bythe system parameters and initial conditions

listed in Fig. 7. 27 (statistical correction criteria). One important

modification is required in the CSM midcourse computations.

Since the service module propulsion system (SPS) must make all

midcourse and terminal velocity eorrections, the minimum mid-

course correction this system can provide is on the order

of I0 fps (approximately 0. 5 seconds thrust time). The midcourse

correction computation of Section 7. 2. 4. 1 was, therefore, modi-

fied such that a velocity correction was not made by the CSM un-

less it was over 10 fps in the case of Fig. 9. 7. The two mid-

course corrections required a total velocity of 28 fps, which is

essentially the same as that required by the LEM for the same

trajectory conditions in Fig. 7. 28. The terminal rendezvous

initial closing velocity for this trajectory was 319 fps, as before.

The terminal rendezvous maneuver for the CSM retrieval

is modified from the R-R schedule used by the LEM in Section 7. 6

because of the SPS characteristics. Only two thrust periods were

used, as shown in Fig. 9.8, in order to limit the number of re-

quired engine SPS restarts. The range rate-range schedule used

in Fig. 9. 8 was that listed in Section 7.2. ,i. The first velocity
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corr(_ction t'e(tuee(I th(' closing velocity to 80 rps. The s(:eond and

[inal v(,locity correction reduced the relative velocity to -5 fps at

a Fang_, of 1000 to 1500 feet in this case. This second velocity

eoFrt_ction was pul_pos(_ly kept in the rang(, of 75 fps, so that at

least :_ seconds of thrust would be required of the SPS. Current

simulations indicate that a shorter burning interval of the SPS

wotll(_ not allow sufficient time for the CSM thrust vector control

an(I G&N systems to stabilize the attitude rate of the CSM at

thrust termination. In this case, it was assumed undesirable to

have an unpredictable attitude rate at the end of the final rendez-

vous maneuver, when the relative range was very short and there

was no visible monitoring capability by the astronaut. The normal

CSM HCS maximum attitude rate is 0. 5 de_/sec for reorienting

the CSM 180 degrees from the final rendezvous maneuver attitude

(-X axis along the line of sight) to the desired doekin_ attitude.

This reorientation period could be shortened by using the CSM

HCS hand-control mode which has a maximum rat<: of 5 ricK/see.

Final docking was again assumed to be manual with no requirement

on the primary G&N system. All CSM controlled terminal rendez-

vous maneuvers presented in this section assume the two-thrust

period schedule shown in Fig. 9. 8. Because of 80 fps velocity

requirement of the first coast interval, CSM terminal rendezvous

maneuvers require approximately half the time (5 to 6 minutes)

from 5 nm to 500 feet as those of LEM R-f{ schedule of Section 7. 6.

The second retrieval case considered involved normal I_E.M

controlled launch and midcourse corrections, with failure of the

LEM system prior to the terminal rendezvous phase. The normal

operation in such a case would require the CSM to perform the

terminal maneuver at the proper time since an intercept trajectory

would have been established by the LEM. It is assumed that the

normal CSM attitude just prior to and during the usual terminal

rendezvous phase would be such that the line of sight would be

near the SCT field of view limit towards the CSM-X axis. A rela-

tively small reorientation (approximately 25 degrees) would then
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be needed in case the CSM was required to perform the terminal

ren(lezvous maneuver. In the particular case considered, which

is admittedly very unlikely to occur, it was assumed that the

CSM did not have time to initiate the terminal rendezvous maneuver

and the vehicles were allowed to pass each other. This situation

is illustrated in Fig. 9. 9. The LEM was injected on the 132. 5

degree ascent trajectory (Fig. 7. 28) at Point A, with the initial

aim point at Point B. The terminal rendezvous was not initiated

at 5 nm before B, and the two vehicles were allowed to pass each

other and separate to a range of 24 nm during an additional five

minutes, as shown by Point C. During this five minute interval,

the CSM primary G&N system determined a new aim point (D) by

the technique described in Sections 5.4 and 8. 2. This new CSM

trajectory covered a central angle of 297 degrees with apolune

and perilune altitudes of 81.4 nm and 17. 25 nm respectively. An

initialvelocity correction of 220 fps was required to establish

this trajectory, which resulted in a terminal closing velocity of

130 fps at point D on the LEM ascent trajectory of 53. 9 nm

altitude.

The rendezvous trajectory of Fig. 9. 9 is illustrated in

Fig. 9. i0 in the local vertical coordinate system centered in the

LEM. This figure only shows the XY or LEM orbital plane pro-

jection of this trajectory. It should be noted that this is a non-

coplanar problem since the initial LEM ascent trajectory was
o

launched with an out-of-plane condition of 2. 2 The important

points to be noted in the trajectory of Fig. 9. i0 are that the two

vehicles never separated in range over 38 nm, ancl that no mid-

course correction was required. This latter fact is clue to low

initial uncertainties {prolonged tracking over A to C of Fig. 9. 9),

and the minimum requirement of i0 fps velocity corrections by

the SPS. The terminal rendezvous would be performed by.the

technique presented in Section 7. 6, with the modifications de-

scribed for Fig. 9. 8. The total AV requirement for the retrieval

case of Fig. 9.9 was 350 fps. The maximum CSM AV allocated
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for retrieval assumed in this study was 455 fps in the SPS. No

translation capability in the CSM RCS was assumed for the mid-

course or terminal rendezvous phases.

9. 3. 3 Retrieval After LEM Abort Cases

9.3.3. 1 LEM Aborts Prior to the Powered Landing Maneuver

CSM retrieval of LEM in cases in which the LEM mission

was aborted after descent injection, but prior to initiation of the

powered landing maneuver, depend upon the type of LEM descent

trajectory, as indicated in Fig. 9. 6. In the case of equiperiod

descent orbits, the CSM merely waits one period, and then per-

forms a terminal rendezvous maneuver. In the case of Hohmann

type LEM descent orbits, the CSM must determine and initiate a

retrieval or transfer trajectory, perform required midcourse

corrections and, finally, the terminal rendezvous. Figure 9. II

illustrates the sector or time interval after LEM injection on a

Hohmann descent at Point A where a direct retrieval orbit could

be accomplished within the SPS 455 fps AV capability. A direct

retrieval orbit is defined in this case as a clear perilune orbit

that intercepts the gEM with no further velocity corrections

other than normal midcourse corrections. This is contrasted to

a catch-up or phasing orbit technique which will be described

later.

Referring to Fig. 9. ii, the CSM could initiate a direct

retrieval orbit over a 2886 second interval after LEM descent

injection within the 455 fps AV limit. Point B' of this figure indi-

cates the position of the CSM at the limiting case. The LEM

phasing at this point is 5. 6 degrees ahead of the CSM at Point B.

This limiting case occurs 600 seconds before the LEM arrives at

the perilune or ignition point of the descent orbit. The limiting

retrieval trajectory of Fig. 9. ii would be determined by the aim

point program of Sections 5.4and 8. 2. In this case, the retrieval

trajectory required a 106. 5 fps initial CSM velocity maneuver,

and resulted in a trajectory that covered 280 ° with a perilune of
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10.7 nm and an apolune of 81. 5 nm. The terminal rendezvous

would occur at Point C and require 346 fps terminal maneuver AV.

The total CSM AV for this retrieval ease was very close to the

455 fps limit, and therefore is considered to be the limiting case

for direct retrievals after injection, since earlier LEM abort

times or CSM initiation of retrieval between A and B' of Fig. 9. II

would require less total AV.

CSM retrievals initiated after Point B' of Fig. 9. ll, but

before the LEM starts the landing maneuver, require a CSM

phasing or catch-up orbit procedure as shown in Fig. 9. 12. In

this example, the CSM retrieval operation was started when the

LEM was at the descent perilune, Point B, and the CSM was 9.4

degrees behind at Point B' No clear perilune direct retrieval

orbit could be initiated under these conditions within the 455 fps

limit. The procedure used in Fig. 9. 12 was to inject the CSM

on a Hohmann descent orbit at Point B'. When the CSM reaches

the perilune of this catch-up orbit, the LEM is at the apolune of

its orbit and the vehicle phasing has reversed from the initial

conditions at Points B. At Point C, the CSM initiated its direct

retrieval orbit (AV = 101 fps) that had an apolune (hap) of 12.3 nm,

and perilune (h ) of 4. 6 nm which is the minimum perilune
per

altitude allowed by the aim point determination program. The

final rendezvous was made at Point D on the gEM orbit (altitude

of 8. 37 nm) for a total AV requirement of 298 fps independent of

nominal midcourse corrections.

In the example of Fig. 9. 12, the CSM retrieval orbit could

have been initiated prior to the perilune Point C within a time in-

terval of i0 minutes and still have kept the total AV requirement

below 455 fps. Other CSM catch-up orbits were investigated

which had perilunes at Point C higher than 8. 3 nm. These higher

perilune cases did not improve the total AV requirement over the

example of Fig. 9. 12, however, and were not considered further.
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9. 3. 3.2 LEM Direct Aborts During the Landing Maneuver

CSIVI retrieval cases, after the LEM aborted during the

powered landing maneuver under control of the LEM primary

G&N system, would be very similar to the cases described in

Section 9.2 and will not be considered further. This type of situ-

ation is not very probable, since it implies a LEM abort due to

some condition other than propulsion and then assumes a LEM

propulsion failure, or lack of propellant, after abort injection

(a possible double failure condition).

9. 3. 3. 3 CSM Retrieval of the LFM in a Parking Orbit

If the LEM were injected into orbit due to energency

launch conditions (propellant leaks, etc.), the CSM may not be

within radar tracking range at the launch tirne. As indicated in

Fig. 9. 6, the CSM must then wait for the vehicle phase to come

within tracking range or initiate a catch-up orbit based on MSFN

tracking and control. The CSM would then initiate a final retrieval

trajectory, perform regular midcourse correction and the terminal

rendezvous.

Figure 9.13 illustrates an example of a CSM retrieval of

the LEM in a low altitude parking orbit of perilune altitude (hp)

3.4 nm and apolune altitude (h) 15.2 nm. It was assumed that
a

this LEM parking orbit was inclined 2 degrees to the CSM orbital

plane because of the combination of out of plane launch conditions

and guidance uncertainties. The phasing of the two orbits was al-

lowed to drift to the conditions of Fig. 9.13 at which time the CSM

was 8. 5 degrees ahead of the LEM and 109 degrees from the inter-

section or node of the two orbital planes. A retrieval trajectory

was initiated at Point 1 of Fig. 9.13, with a velocity correction of

121fps. It was assumed that the orbital and injection velocity un-

certainties in this example were i0 fps. Two CSM midcourse

corrections were required as shown in Figs. 9.14 and 9.15 which

are the XY an XZ plane projections of the retrieval trajectory

plotted on a LEM centered local
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vertical coordinate system. The uncorrected point of elosest ap-

proach for this trajectory was 7.7 nm, as shown in these figures.
Q

The final terminal rendezvous maneuver, indicated in Fig. 9. 13,

involved two thrust periods (#4 and #5 of the overall retrieval

operation) as described in Section 7. 2. The overall retrieval

AV requirement was 434 fps, a large percentage of which is due

to the 2 degree noncoplanar condition in this example. This indi-

cates that the 455 fps allotment will normally be expended for

2 degree out of plane retrievals in low altitude parking orbits, and

long phasing or waiting times must be expected in the absence of

DSIF directed phasing ehanges.

It might be noted that the CSM retrieval orbit of Fig. 9. 13

does not intersect the LEM orbit at its node with the original CSM

orbit, but 13 degrees beyond this point. The perilune altitude of

this retrieval orbit is very low (3400 feet), and might be ruled

unacceptable. If, however, the CSM achieved the terminal rendez-

vous at Points 4 and 5 of Fig. 9. 13 at an altitude of 15. 1 nm, the

low perilune would never be reached.

9. 4 CSM Operations After Retrieval

CSM primary G&N operations after retrieval and crew

transfer would revert to the orbital navigation mode described in

Chapter 2 in order to establish initial conditions and timing of

the transearth injection maneuver. This would normally be done

in the final CSM orbit after the rendezvous and retrieval had been

completed, provided that this orbit was high enough so that accept-

able landmark and horizon measurements could be made by the

CSM optics. Ifthe CSM retrieval was made toa low altitude LEM

parking orbit (Seetion 9.3.3.3), it might be necessary for the CSM

to transfer to a higher orbit (i.e. 80 nm) where lower landmark

tracking rates (i0 mr/see max) can provide accurate data for the

orbit navigation made prior to transearth injection.
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APPENDIX A

ERROR ELLIPSOIDS

If _ is an n-dimensional error vector whose components

have a probability distribution about a zero mean, then the

following matrix C (the covariance matrix) can be defined:

The operator E, (expected value), averages over the

n-dimensional probability distribution associated with the _ vector.

If the error distribution is assumed to be Gaussian, then

a family of n-dimensional ellipsoids having surfaces of constant

probability density can be defined as follows:

_Tc-1 a=K
m

where K is an arbitrary constant.

The error ellipsoid corresponding to the probability p is

the ellipsoid E K for which the probability that __lies inside E K is

p. It can be shown that the probability is a function of the dimen-

sion and the constant K. Hence, given the dimension, and the

desired probability the appropriate K can be determined.

The principal axes of the error ellipsoid can be described

by the n vectors,

xi
1

-i
where the k. are the eigenvalues of C

i

ponding unit eigenvectors.

and the ×. are the corres-
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The same results can be obtained by computing the eigen-

values and eigenvectors of the matrix C rather than its inverse.

In this case the principal axes are described by the n-vectors

K, i x.
--1

For the lunar landing and abort studies, the error vector

is six- dimensional, having three components of position error

and three components of velocity error. For these studies a

value of K was chosen such that the six-dimensional error ellips-

oid contained 68.3% of the error vectors. In addition, two three-

dimensional error ellipsoids were computed, one containing only

position errors and the other only velocity errors. A value of K

was chosen such that the position ellipsoid contained 68. 3% of the

position errors and the velocity ellipsoid 68. 3% of the velocity

errors. These three-dimensional ellipsoids can be considered as

projections onto position and velocity space of a six-dimensional

ellispoid containing 26% of the combined position-velocity errors.

In Table 1, values of K are given for two probabilities

(0. 6826 and 0. 9974, commonly called laand 3a) and for various

dimensions. Table 2 gives factors for converting 1_ ellipsoids

of various dimensions to 3_ ellipsoids.

TABLE 1

VALUES OF K FOR p = 0.6826 (la).AND p = 0. 9974 (3a) FOR

n =1,2,3,4,6

n Klc_

1.0000

2.2957

3.5268

4.7195

7. O384

1.0000

1.5152

1.8780

2.1724

2.6530

K3o

9.0000

11.8200

14. 1565

16.2513

20.0621

3.0000

3.4380

3.7625

4.0313

4.4791
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TABLE 2

To convert la (p = 0. 8826) n-dimensional ellipsoids to

3cr(p = 0. 9974) n-dimensional ellipsoids, multiply major axes

by A:

n A

3.00

2.27

2.00

1.86

1.69
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APPENDIX B

DEVELOPMENT OF THE INTEGRAL OF THE THRUST

ACCELERATION, SMOOTHING THRUST ACCELERATION,
AND ESTIMATING EFFECTIVE EXHAUST VELOCITY

This appendix contains the development of a useful expres-

sion fnr the thrust acceleration of a constant-thrust, constant-

massflow rocket engine. The integral of the thrust acceleration

over a given time is also developed. Finally, a filter for smooth-

ing thrust acceleration and estimating effective exhaust velocity

is shown.

The fundamental scalar law of motion of a rocket-propelled

vehicle is

where

ma T = v _*n (B. 1)e

Ve : ge Isp (B. 2)

ge = 32. 174 (B. 3)

_n>0

If the mass flow r_ of the rocket is constant

m = m
o

and Eq (B. I) can be re-written as

(B. 4)

- rZ t (B. 5)

a T = Ve r_/(too - _ t)

Dividing numerator and denominator of Eq (B. 6) by _n yields

(B. 6)
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aT(t) =Ve/(mo[r_ - t) (B. 7)

It is undesirable to express aT(t) in terms of mo and m because
these quantities are difficult to measure on board the spacecraft.

The quantity (molten) can be eliminated by evaluating Eq (B. 1) for

t = 0 and dividing each side of the result by m aT(0).

m(0)/l_n = v /aT(0)
e

(B. 8)

The quantity ve/aT(O) has the dimensions of time.

symbol is introduced

The following

_" = ve/aT(O) (B. 9)

The quantity -t is sometimes called the "burnup time" because it

is the time it would take a rocket that is all fuel (no structure) to

consume itself completely. Thus the expression for the thrust

acceleration of a constant I constant mass flow engine is
sp'

aT(t) = v 1(7- t) (B. 10)
e

The integral of aT(t) from t = 0 tot = Tg ° is equal to AV

T

_0 go Tg °/_)AV = v e dt/(7 - t) =- v e In (1 -
I

(B. 11)

Equation (B. 11) yieIds the theoretical or ideal (no gravity, no angle

of attack) gain in speed of a rocket-propelled vehicle that burns

for T seconds. This equation can provide the basis for T
go go

prediction. (It was used in making the transition from Eq (6. 36)

to Eq (6. 37) in Section 6. 2. 3. )

The steering commands computed from the guidance equa-

tions of Chapter 6 are somewhat erratic if the IMU accelerometer

outputs are noisy. This problem is made worse when IMU
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accelerometer outputs are AV, which must be numerically

differentiated to obtain a T . The quantization of AV introduces

additional noise when AV is differentiated. There is a simple

and effective method of smoothing thrust acceleration whieh re-

sults in the steering commands being well-behaved. It can be

seen from Eq (B. 10) that aT(t) is inversely proportional to a

linear function of time. Consequently, i/aT(t) is a convenient

quantity to smooth,

i/aT(t) = 7 _-_t (B. 12)

"t' - _/v (B. 13)
e

= -l/v (B. 14)
e

Since the reciprocal of aT(t) is required in the steering law, there

is no extra division required by forming 1/a T after taking each

accelerometer reading. The procedure is to fitthe reciprocals

of the aT measurements to a straight line; i.e., estimate the

parameters "Zand_ from a multitude of i/a T readings. Because

of Eq (B. 14) v e can be estimated from the 1/a T filtering process.
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APPENDIX C

EVALUATION OF THE DERIVATIVES OF H(t) AND h(t)

FOR ASCENT GUIDANCE EQUATIONS

The time-to-go predictor derived in Section 6. 2. 3 required

the evaluation of H(0), I'-I(0),H (2) (0), etc. When the differentiation

is straightforward and no approximations are made the derivatives

are given without intermediate steps and without comments.

H = 1 (C. 1)
O

= - /r D v (C. 2)O e

"no= ho2 -"_o/rDVe (C.3)

(3) _I 3 + 3 H ]_o/rDVe)-h o DVeHo = o o (- (3)/r (C. 4)

(4) _i 4 + 61_ 2 [_%/rDVe] +4H [-h (3)/rDv qHO = O O O

o/rDVe 1 (4)/r v (C. 5)+3 -'1_ 2 _ ho D e

(The superscripts in parentheses indicate powers of the differen-

tiation operator).

The derivatives of the specific angular momentum must

now be derived.

_a(t) = r a T cos a (C. 6)
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It is quite satisfactory to approximate Eq(C. 6) as follows

h([) _ rDa T cos _ (C. 7)

This approximation becomes more and more accurate as the

vehicle approaches the time of thrust termination. Furthermore,

the approximation is reasonable early in the flight because r(t)

changes by only a small fraction throughout the flight.

It is easily verified that

d aT/dr = aT2/V e (C. 8)

Hence

"" (aT2h(t) = r D /Ve) cosa- rDaTsina c_ (C. 9)

oo Q

h(t) = h(t)(aT/v e) - rDa T sina_ (C. 10)

The only approximation made in Eq (C. 9) is the assumption that

r(t) = rD. This approximation results in the elimination of many

terms which do not contribute very much to the prediction.

h(3)(t) _ 2'l_(t) (aT/v e) - rDa T cos a (_)2

- rD aT sina_ (C. II)

At this point is is convenient to introduce another approximation.

The approximation is not necessary; but it introduces a great

deal of simplification without a large sacrifice in accuracy

oo

(t) = 0 (C. 12)

Then

h (3) (t) = 2_(t) (aT/v) - rDa T eos a(_) 2
e

(C. 13)
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h(4) (t)_-3h (3) (t)(aTlV e) +rDa T sina(_) 3

Now the h(n) (t) must be evaluated at t = to, the current time,

(C. 14)

The h(n)(0) are,

d aT/dt I t=t = aTo2/Ve = aTo/7 (C. 15)
O

ho TM rDaToC°Sao (C. 16)

• o p

(DO)ho = holt - rDaTo sin_ ° (C. 17)

h (3)= 2h° iT- h _ 2 (C. 18)
0 0 0 0

(4) = 3h (3)iT +r D sins (C. 19)ho o aTo o

Finally, the expressions for h (n) should be substituted into Eqs
o

(C.I -C. 5), and any possible algebraic simplifications carried

out. Among the algebraic simplifications which result is the can-

celing out of all rD's. This is not surprising because the approxi-

mations made are equivalent to stating that

d v0/dr= aT cos

which is an approximation of

dv 01dr = aT cos_- _ VO/r

(C. 20)

(C. 21)

This approximation is quite good because the ignored term is

very small compared to a T cos _.
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