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FLIGHT DIRECTOR'S REroRT 

PREMISSION OPERATIONS IM-1 

My initial contact with the IM-1 Mission was through the FDSM's 

that occurred from August 1966 through December 1966. During this period 

of time, I was impressed by the quality of the personnel involved; how­

ever, I was also concerned by the lack of operational experience (depth) 

of the team. The majority of these meetings was devoted to discussing 

the "real" systems constraints and reviewing the network status and 

requirements. During the fifth FDSM, November 16, 1966, I concurred 

that we would not require an MMDB for IM-1. I believe in retrospect 

that this was a major error, and regarding this I would like to say a 

few words. 

Modular Mission Data Book 

This document, as conceived by Mr. Lunney and Mr. Harlan, was 

to be composed of 3 sections: Operating Constraints, Parametric Data, 

and the Blocks. I do not believe that we will ever be able to do our 

job completely until proper management and authority is put into this 

document. I believe that much of the problem we had on Launch and Flight 

Mission Rules and the hundreds of hours of argument could have been put 

to better usage. This problem was to become acute when we started using 

"Mission Rule Change Sheets." The rationale for these rules changes 

required a definition of a source for all limits and procedures. The 

"source" data varied from telecon, to test data, to ·"gut feeling." This 

caused us to repeatedly call and draft memo's to the subsystem managers 

requesting their review. This situation must be improved for future 

missions. 
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There are many ways to manage this document; however, I believe 

that the FCD Systems Branches should be the technical managers of the 

Constraints and Parametric Data S~Gtions, while the FCSD should manage 

the Building Blocks. This will provide the required motivation and 

technical follow-through that should guarantee the validity of the data. 

AA alternate approach, that is preferred by the majority of the FCD per­

sonnel, is to maintain the technical control of the MMDB in the Program 

Office but assign greater emphasis to this effort. In this area it is 

possible that the mission staff engineers could provide the operational 

monitoring. It is mandatory that we develop, maintain, and use the MMDB 

(or an equivalent document) as the "Bible" for defining the systems con­

straints and parametric data necessary to plan and conduct a mission. 

This document should contain both the spacecraft systems as well as the 

guidance system constraints. It should address the total spacecraft. 

As we studied the mission in greater detail, it became apparent that we 

had to assure that both the requirements and ground systems were properly 

defined and integrated into the mission. We started off by a page-by-page 

review of the FCDAR, similar to the Project Mercury OR and OD Reviews. 

We were able to close this part of the loop, but now we needed a man 

fulltime to keep it closed. 

At this time, I requested MCRB to provide fulltime dedicated mission 

monitoring. Mr. Dunbar was assigned, and we proceeded to verify that he 

participate in all mission and procedural discussions. His job was to 

"verify that the mission requirements were compatible with the mission 
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plans and intended procedures. 11 Mr. Dunbar, after several months, handed 

over this task to 0. Lindsey and H. Stenfors. The latter two accepted 

the 11 drape 11 and proceeded to crosscheck our requirements from a mission 

standpoint. In this area, Mr. Lindsey contributed significantly in 

avoiding "things going down the crack." In this area, he provided weekly 

status reports on the FCDAR and various change request status. The only 

significant deficiency that existed was an in-house problem where once 

Mr. Lindsey identified a problem, the next persons in the chain in FCD 

did not feel the same urgency. This problem started to correct itself 

later. The prime contribution of Mr. Lindsey was his work in developing 

and implementing the "Flight Control Trouble Report. 11 I must sa:y that 

this activity in the MCC again paid large dividends. 

Recommendation 

Establish the position of "Mission Requirements Engineer" in 

the MCRB. Staff it with the best-qualified personnel. In addition, 

make the "Flight Control Trouble Report 11 a standard item for all 

missions. The format used for IM-1 was excellent. 

In the detailed procedural reviews, we realized the utter dependence 

of the mission on our network equipnents and procedures, and in March, 

1967, _ started mission reviews for the Network Controller and CCATS 

personnel. Again, it was believed that the more personnel knew about 

the mission, the better our chances of success. The opinions and rec­

ommendations of these personnel was excellent, so I will not dwell on 

them. FSD had made some organizational and management changes that 

created a "204/IM-l Test Team." 
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This was the first time I had heard of the Test Team, as defined 

in L. Dunseith' s memo. I did, however, think it was a ~cod idea. In 

actuality, the Test Team operation led by G. Ojalehto was excellent. 

The support of E. Clayton and G. LeBlanc contributed greatly to a 11 Can 

Do 11 atmosphere that enabled us many times to hurdl.e major obstacles. 
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In all cases, we met or bettered all scheduled activity between the 501 

and 2041 Missions. The quality of the test effort, as well as the 

11 dogged 11 pursuit of even the smallest glitch resulted in a very early 

ground system maturity. This confidence in the ground system and its 

personnel at Houston never wavered. 

One minor problem that occurred on several occasions was that of 

scheduling. As the schedule changed on an almost daily basis, we found 

that we would be frequently needing scheduling answers, but the FOSO man 

was not in a position to give them nor commit to a new schedule within 

reasonable times. 

• 
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Recommendation 

Continue the Test Team operations as they were performed on 

IM-1. Atta.ch, or maintain, a. mission-oriented FOSO man under the control 

of the Test Team Leader to provide more timely and proper evaluation of 

scheduling requirements. 

After the completion of the first set of the Mission Rules and Timelines, 

we proceeded to initiate the development of the updates to this document. 

Immediatezy, we ran into trouble identifying the rationale behind the first 

set of rules and procedures. (Frequently, the key man that had defined the 

constraint would be missing, or we may have forgotten some of the constraints 

which was normally the cause.) This led us to institute the "Mission Rules 

Change Sheets" which would establish a rationale data base to be utilized 

in the future rules discussions. This effort is defined in the FCD Mission 

Rules Preparation" document. There are many other benefits in addition 

to the rationale: 

a. Expedites the review of new rules. 

b. Provides historical base for mission rule decisions that may 

be required many missions in the future. 

c. Reduces the number of rule changes by improving the quality 

of initial inputs. 

d. Allows FOD management personnel an opportunity to easily 

monitor the developnent of mission rule philosophy. 

e. Closes the coordination loop prior to the mass mission 

rule meetings. 
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f. Assures better review and understanding of the rules by 

_!J:! mission .personnel. 
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In addition, in the process of mission rule development we ran across 

both "hard" and "sett" limits on both the systems and trajectory rules. 

We initiated the process of underlining all "soft" limits in order to 

flag to the Program Office, subsystems personnel and the manufacturer, 

those areas where there was agreement on the ruling, but the limit value 

at which the . ruling would be applied was still fl soft fl (i.e., insufficient 

data, or data inconclusive). This process allows all personnel listed 

above to recognize the major open areas and initiate unilateral activity 

to obtain that data which falls in their area of responsibility. 

Recommendation 

Continue the use of the Mission Rule Change Sheets and the 

identification of "soft" limits by underlining. Improve the quality of 

the rationale behind each rule. 

The mission now progressed into the detailed planning stage. Wi t h the 

advent of this phase of operations we had our initial sustained interface 

with the ASPO Mission Engineer. For the IM-1 Mission, Mr. W. McKenzie 

was the assigned engineer. From the very beginning, he pitched in and 

assumed the burden of defining, justifying, and ana.1¥zing the mission 

objectives. In addition, he established the delta priorities wi thin the 

objectives, undertook to obtain the written engine constraint, and 

participated fully in all. mission discussions. I believe that this 

interface with the Program ·Office, initially with McKenzie and l ater 

• • 



with he and Tomberlin, gave us a strong interface that allowed the 

mission development to progress smoothly. 

Recommendation 

7 

Assign 2 mission engineers to support each mission, each with 

equivalent capability of Mr. Tomberlin and Mr. McKenzie. 

The next step in development was to develop a detailed awareness of the 

Mission Plan in the CCATS controllers. Wherever possible, we set up 

briefings for the CCATS controller on the miss i on systems and alter­

nates, and stressed the need for a "perfect" ground system. During 

the mission testing and training, I spent several hours sitting with 

RTC and TIC at their consoles, and advised all flight control personnel 

to do likewise. I believe that .many of the MOCR personnel developed 

a bit of "humility" when they recognized the size of the j ob, and the 

technical capabilities of the CCATS controllers. Again, the team further 

closed the gap between the MOCR and CCATS. The benefits were obvious , 
,' 

for the MOCR and CCATS reached a detailed understanding of each other's 

job. 

Recommendation 

For all future missions, the MOCR controllers should be re­

quired to spend at least 1-3 hours monitoring the CCATS operation, and 

thus develop a better understanding of the tasks of the CCATS controllers. 

As the simulation operations progressed, we now began to recognize some 

problems within our network systems. These problems fall into two 

categories: 
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l. Problems relative to data validity, 

2, Problems generated by remoting the network. 

Data Validity 

In addressing the first problem of data validity, it is 

pertinent to note that I consider this a true "safety of flight" item. 

Two major cases occurred several times during the IM-1 Mission. The 

first case is one of static data on all displays. The only way for a 

flight controller to note whether his data is valid is to note whether 

the clocks on his display are counting. In addition, all displays do 

not have the clocks. This is also true for the CCATS and computer con­

trollers. In one instance, both the MOCR Guido and RTCC T/M were 

trapped by this display during live commanding in a pad test. 

There is also a further case that is worse. · rf a TV 

channel is 11 flagged 11 that channel will stop updating, but the clocks 

on the TV tube adjacent to the static tube will be counting. This 

occurred at least 3 times during IM-1 operations. The only way to 

detect this case is to have selected the TV guide, and to have the dis­

play people notify the MOCR that a TV channel is static. 

The previous item has been studied, traded off, deemed 

both adequate and inadequate by many people. In my opinion, it is a 

hazard to the operation and must be corrected. 

Recommendation 

Provide display invalid lights above each TV tube in the MOCR. 

(Also, critical SSR positions.) Further study should be applied in 

this area to identify other configurations that result in invalid data 

being displayed. 
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In ~ddition, I feel that there are three problem areas that are occasioned 

by the f'ul.ly remoted data network. The major problem area is the lack 

of a data reduction and analysis ca~ability within the Control Center. 

To be more specific, on previous missions, we relied very heavily upon 

trained remote site personnel monitoring realtime analog data, and being 

in a position to rapidly reconfigure their site to play back high-rate 

analog data.onto their local site recorders. This generic capability 

exists within the MCC; however, I now feel that this capability must be 

upgraded to allow a fuller analysis of the propulsion and stabilization 

systems operations. The voice data lines, site and Control Center 

patching, switching and calibration of this data must be upgraded. In 

addition, room within the Control Center should be provided with data 

tables, gerber scanners, etc., to allow the proper analysis of this data. 

This area should not attempt to duplicate the Building 45 capability, but 

should provide a practical capability of performing post-event analysis. 

The IM-1 mission simulations provided sufficient indications relative 

to the need for significant analog data capability, in order to analyze 

engine, guidance, control systems operation and interaction. 

Recommendation 

FCD define the needed analog capabilities, with FSD conducting 

simultaneous study of analog data hand.ling techniques. 

The next problem that exists is the total lack of data in case of a CP 

failure anywhere in the long· line of CP's from the site to the TV tube. 

A sustained CP outage could seriously cripple a mission. I believe the 
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fix could be relatively simple by incorporating a limited number of 

smmna.ry meS1ages formats in the 642B computers. These summaries would 

be output in reM counts vice either EV or hexidecimal, would be genera­

ted by the local site M&¢, and would not be rebroadcast. The majority 

of the CP's a.round the world can be bypassed in a torn tape mode for 

teletype traffic. This would eBable at least a "mercury" type of opera­

tion and minimal systems analysis of the outage. 

Recommendation 

Modify LSD philosophy as defined above. 

The third problem cuts across many areas, and is pertinent to the display 

of data. At present, the basic display device is the D/TV System. 

This should be augmented by a balanced analog system that will enable 

post-pass analysis. In addition, there is a need for an adequate hard 

copy output. At present, the hard copy system is being improved in 

quality, but I still feel that this may be inadequate. I feel that there 

is a need for a hard co:py printout, similar but faster than that which 

was provided to the Gemini Remote Sites (R.O.). These devices should 

be provided to each SSR to enable them to obtain digital printouts of 

data from the RTCC. Some of the utilizations of this device are listed 

below. 

Printout of PSAT - would allow readable, reproducible printouts for 

miasion planning. Coul.d be used under opaque TV to reduce channel loading. 

Printouts of selected and/or group parameters - This would allow the 

digital developnent of data necessary for trend plots, reduce the real 

time D/'rl req_uirements, aJ.low bypassing TV system in case of failure. 

, . 
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Printouts of Flight Plans, when and if such a device is ever de­

veloped. 
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Printouts of results of T/M ,Dia.gnostic Program - This :program, in­

cidently, worked quite well and should be continued. 

In essence, as the mission operations for Apollo continue to mature, a 

heavier workload will be :placed upon the operations :personnel due to 

both the mission complexity and the impact of the remoted network. It 

is essential to develop a balanced display system that :provides the 

necessary data in an appropriate analog or digital format, and then 

select the appropriate device for the display of that data. 

RecoIIIIllendation 

FCD/FSD review existing display output requirements and deter­

mine ground display system functional capabilities necessary to sustain 

planning and operations. 

As the mission became very proximate, we again had problems with the 

systems constraints and parametric systems data. This was to become 

acute in the areas of Launch Mission Rule "redline" values. I monitored 

the perimeter arguments and talked with J. Tomberlin frequently. In my 

opinion, the E&D inputs for redlines were generally the "best judgement" 

derived by the subsystems personnel. In most cases, adequate preparation 

and rationale was not :provided by ASPO and E&D personnel. We (FCD) were, 

however, fully required to justify our "inputs". This approach became 

a real irritant and an extravagant waste of time, and it was difficult 

to maintain a sembl~ce of interest in FCD's part during these sessions. 
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Recommendation 

The first recommendation is to provide the red.line data in 

the MMDB, subsequent to that referenee the MMDB values in the Launch 

Mission Rules (page extracts, if possible, to avoid transcription 

errors), and lastly, implement applicable rec011Dendations from the MMDB 

and mission engineer as described previously. 

In addition to the Launch Mission Rule red.lines, there was a significant 

gap in the definition of the s/c configuration as defined in t he Launch 

and Flight Rules. The Flight Rules are based upon the assumpt i on that 

all systems have been functionally verified, ~e in a specific configura­

tion at launch, and where no T/M exists and/or the systems are operating 

within specified limits. ·· This configuration definition is necessary in 

order to establish the validity of the Flight Rules. 

Recommendation 

The Launch Rules should have a configuration checklist _ that 

will define the last time the system was checked, the TCP number and 

date, and DR's listed against that system. It is recognized that this 

could become a relatively large task, and in an effort to define the 

"scope" of the check.list, a meeting should be established between KSC 

and MSC under the chairmanship of .ASro, preferably Mr. Tomberlin. 

I · believe that the remainder of the flight controllers reports adequately 

cover the more specific problems that occurred immediately prior to and 

during the mission. 
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FLIGHT DIRECIDR'S REPORT 

IM-1 MISSION OPERATIONS 

This debriefing is derived solely from the voice loop recording at the 

Flight Director's Console and the Flight Director's log during the count~ 

down, launch, and orbit phases of the IM-1 Mission. 

COUNTDOWN 

The White Team initially came on duty at 0230g at T-10:30 to pick 

up the command checks with the launch vehicle. At T-10 hours and 20 

minutes, the command system was armed in preparation for the single word 

dump and sector dump commands. The launch vehicle's interface was con­

cluded successfully at T-10 hours and 16 minutes and the command system 

was safed. At T-8:30, through monitoring the SRO and discussion with 

Ci/TS Test Supervisor, it was noted that two failovers of the range 

command transmitters had occurred during command checks with the 

Saturn launch vehicle. At this time, we were about 15 minutes behind 

in the countdown; however, the estimate to repair the range transmitters 

was relatively short and the countdown was continued. During this 

period of time, there was minimal activity from the Houston standpoint, 

and the White Team reviewed their Mission Rules and their countdown 

documentation. The White Team continued on duty until o8oog, at 

which time they were relieved by the ·Blue Team who continued the net­

work and the space vehicle countdown. The Blue Team shift was essen­

tially uneventful with the exception of two major items. During one of 

the network data flow tests, an invalid command execute was transmitted 
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to the Goldstone site. This command was a CSM Nav update and was sup­

posedly not continued in the operational comm.and system. Network 

personnel continued to evaluate the source of this invalid command gen­

eration throughout the remainder of the countdown. In addition, the 

Redstone tracking ship computers faulted and we had no estimated tillle 

when these computers would be operational. The Redstone was a mandatory 

piece of network instrumentation. The network controllers and the 

network support team continued to work with the Redstone tracking ship 

throughout the remainder of the countdown. The network countdown was 

uneventful with the exception of minor failures on certain network sites 

that occurred during the countdown process. The Launch Flight Control 

Team arrived onstation at T-3 hours. At this time, the network was 

essential.}¥ in a GO configuration with the exception of the Redstone 

site. The countdown was resumed and continued down until T-2 hours and 

30 minutes. The erasable memory load was transmitted via the pad AGE 

equiJ;llllent anq was verified by Houston. Houston completed the erasable 

memory initialization by transmitting a verb 34 command. At about the 

same time, it was noted that a GSE problem had apparently developed in 

the freon system and the g}¥col temperatures in the spacecraft were 

going up very rapid}¥. The hold duration was approximately 3 hours and 

45 minutes. During this period of time, we developed procedures to 

work around the failure of the Redstone ship telemetry computer. The 

basic procedure was to determine prepass what types of data we required 

'from the Redstone, and make a decision approximate}¥ 20 minutes prior 

to each pass as to whether we would have the telemetry or the command 

program loaded in the one operational computer. For launch, we decided 

L 
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that we would load the command program in the operational computer and, 

if necessary, command in the blind using local site printouts to deter­

mine whether the commands had been received by the spacecraft. The 

countdown was resumed at T-2 hours and 30 minutes at 2018g. At this 

time, I gave a GO for LH2 loading, and the countdown continued. Lox 

loading was completed at T-2 hours and 19 minutes, and the countdown 

continued normally through to launch. 

LAUNCH PHASE 

Liftoff occurred at 22:48:09g. Due to the time delays associated 

with the telemetry system, command (5E) was transmitted to back up the 

guidance reference release. These commands were transmitted to the 

spacecraft at T+B seconds when the Guidance Officer did not see the 

auto GRR. Launch phase reporting was normal with inboard engine cutout 

on the SIB vehicle at 2 minutes 22 seconds. Outboard engine cutoff 

occurred at 2+26. Staging was confirmed, thrust was OK, and we moved 

into Program 12 in the IM guidance computer. The IM guidance computer 

issued the proper commands to open the IM water valves to initiate sub­

limator operation. At 04:00 minutes elapsed time, the internal status 

check at the Control Center indicated we were all GO. Subsequent status 

checks at 6 and 8 minutes indicated GO conditions also. At 09:20 GET, 

we moved into the Mode Nor Contingency Orbit Insertion Phase of the 

mission. The launch proceeded normally through to 9 minutes and 58 

seconds, at which time the J2 engine on the SIVl3 cut off. The events, 

rates, and times based on the SIVl3 all occurred as expected; the IM 

guidance computer moved into Program 13; the nosecap was jettisoned; 
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and the abort and tumble monitors vere disabled. We very rapidl.y got 

a GO condition from the FIDO and at 12 minutes and 48 seconds, obtained 

confirmation that our initial tracking identified that we were in an 

87 by 118 n.m. orbit. During the entire course of the Launch Phase of 

the mission, the Range Safety Officer was reporting in on the Flight 

Director's loop at intervals of about 60 seconds with his status. I 

believe this was a good procedure that was developed in support of the 

501 Mission and in essence replaces the Mercury and Gemini Range Safety 

Observer task. The Redstone telemet'I"y computer was reported as having 

faulted during the earJ.¥ Launch Phase of the mission and we would not 

have telemetry from that site after insertion. · 

ORBIT PHASE 
Rev 1 

The status check after insertion indicated that all spacecraft systems 

were GO. The spacecr~t cabin pressure had stabilized around 5.5 psi. 

Nosecap jettison was confirmed at approximately 11:15 GET after liftoff. 

LOS at Bermuda occurred at approximately 13:10 GET and command handover 

was performed to the Redstone ship; however, no telemetry data was 

available at this time. At 13:30, the Booster Systems Engineer advised 

that they had an apparent leak in the gaseous nitrogen sphere pressure 

for their environmental control system, measurement #B25-601. From the 

lifetime standpoint, this would not influence the spacecraft system 

test objectives, inasmuch as separation should normalJ.¥ occur prior to 

the time that any problems in SIVB ECS might begin to constrain us. At 

T+l4 minutes EECO,i advised roe that he had seen a short transient of 65A 

total current at approximateJ.¥ T+2 minutes; the prelaunch currents were 
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indicating 58 amps. The liftoff azimuth was 122. 8 degrees, which during 

the powered flight, due to the platform bias, would indicate a northerly 

deviation. From the standpoint of our subsequent maneuvers with the IM 

guidance computer, this bias would tend to raise apogee, and the bias 

was in the preferable direction as determined by prelaunch analysis. 

The glycol temperature, confirmed at Bermuda LOS, was 43 .8 degrees 

and apparently the sublimator was coming online very well, and systems 

temperatures were going back to normal. 

SLA 

At Canary acquisition, all spacecraft systems appeared normal; 

however, the Booster Systems Engineer did not see an indication of the 

SLA deploy physical monitor measurement via the data that was being 

transmitted back to Houston from the Canary Islands. At approximately 

22 minutes, the Booster Engineer transmitted the SLA deploy command. 

At the same time the Guidance Officer indicated that he was picking up 

some booster attitude errors. We did not get telemetry confirmation 

on SLA deploy. The Booster Engineer identified that the launch vehicle 

attitude errors were within the deadbands of the system and the launch 

vehicle was nominal from an attitude control standpoint . The Mission 

Phase 7 timers were loaded and counting and the LGC sequencing contin­

ued normal over the Canary Island site. I requested the Booster Engineer 

to obtain from the Canary Island ground station all three indications 

relative to SLA panel deployment; these indications are SLA deploy 

relay 11A, 11 SLA deploy reley "B, 11 and SLA deploy physical monitor. LOS 

at Canary Island occurred 24 minutes into the flight. After LOS, the 

BSE advised me that the SLA deploy physical monitor indicated a "one" 
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status bit which would indicate that the SLA had actually opened. At 

this particular time in the mission, I was not too concerned, inasmuch 

as we had another independent site that could verify the status of SLA 

panel deploy, namely the Coastal Sentry Quebec (CSQ) ship. In addition, 

if necessary, we could slip the separation maneuver until the Continental 

United States at the end of the first revolution in case we required 

any further data readouts. The total plan for no SLA deploy was con­

tained in "Alternate D. 11 We were still tracking down the SLA deploy 

status at 27 minutes elapsed into the mission, and I request ed the 

Booster Systems Engineer to go back to the Canary Islands to determine 

if the physical monitor indication had been time-tagged to correlate 

with either the LVDC time-base command or the ground transmitt ed 

command. At approximately 30 minutes elapsed time into the mission, 

I was advised that our mission operations computer, the MOC, had gone 

down and that the computer supervisor had switched to our dynamics 

standby system. At this time, he was preparing to make a rest art to 

reinitialize both systems and transfer that mission data from the dynamic 

standby that had been accrued so far into the mission into the other 

machine to maintain a redundant computer capability. I cleared him for 

this restart at 32 minutes into the mission. At the same time, the ID 

telemetry data was being pleyed back from the Canary Islands s i te, and 

I advised the Flight Controllers that I wanted the Canary Island play­

back data terminated by the CSQ acquisition minus 5 minutes. One of the 

· other factors that tended to confuse the status of our SLA deploy was 

that for a period of time, we lost the LVDC and ID telemetry during 

the Canary Island pass. Data was lost for approximately 1 minute and 

40 seconds. 
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CYI LOS STATUS 

A quick status check after Canary Island LOS indicated, from a 

launch vehicle standpoint, that the gaseous nitrogen sphere pressure 

for the environmental control system would provid~ us at least 3½ hours 

of cooling prior to depletion. In addition, at this time we believed 

the SLA panels had been deployed; the Pad message had been transmitted 

to the remote sites indicating the Mission Phase 7 enable times; the 

Guidance Officer had confirmed that the guidance reference release was 

generated automatically and had not been executed as a function of the 

(5E) command. FIDO advised that we could not use Canary Islands data 

as their tracking data had been rejected. Our anchor vector from an 

orbit standpoint was based on the Bermuda data and indicated an orbit 

of 87 by 119 nautical miles. All other spacecraft systems were GO at 

this time. EECCM advised that telemetry data quality VHF was very good 

and they had experienced only short dropouts during the Launch Phase 

and over Canary Islands. At the completion of the status check, we 

polled the room to see if there were any further updates to our separa­

tion criteria defined in the Mission Rules. At 37 minutes into the 

flight, I conducted a status check with the CSQ and Carnarvon sites 

and briefed them on our status to date. ' In addition, I hacked their 

Mission Phase 7 enable and separation times. At this time, we reviewed 

in detail the Mission Rules associated with the SLA deploy problem. 

MORE ON THE SLA 

The BSE advised me that, due to a ground station readout error 

or error in identifying the parameter desired for readout, the only 
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indication we could con:firm on SLA del)loy was the SLA deploy relay "A." 

At this time, I became seriously concerned relative to our SLA panel 

deployment. Previously, I believed that the physical. monitor indica­

tion, if present, was a very reliable indication, indicating that the 

SLA panels had actually del)loyed. To obtain this indication you had 

two microswitches on each SLA panel (each of 4 SLA panels) rigged in a 

series, parallel arrangement. All four panels must deploy to get the 

proper limit switch indications. Therefore, if the indication were 

present, it truly indicated that the SLA panels had deployed fully. 

However, the absence of this indication did not necessarily mean that 

they had not deployed. The SLA deploy physical monitor instrumentation, 

I felt, was quite complex. As such, we had determined through our 

Prelaunch Mission Rules that if we had both the relay "A" and "B" indi­

cation indicating that power had been apl)lied through the relays to 

deploy the SLA, or the SLA deploy physical. monitor, we would continue 

with the separation. Now we were faced with ma.king our GO/NO GO de­

cision for separation based only upon the CSQ data. We had not been 

able at this time to get 8IJY' further confirmation of the SLA deployment 

status from the Canary Island site. At this time, I had the Systems 

SSR bringing the mechanical. instrumentation of SLA deploy with the 

associated sketches and drawings into the front room, and I al.so briefed 

the Coastal Sentry site as to what our status now was relative to SLA 

deploy. 

SEPARATION 

The CSQ acquired telemetry on both vehicles at approximately 
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47:-30 GET. Izmnediately at acquisition, they identified that they had 

SLA deploy relay "A" and "B" indications and I gave them a GO to con­

tinue with Mission Phase 7. Also, during this period of time, the 

Coastal Sentry advised that they had intermittent tel emetry on both 

vehicles. The CSQ site, due to their intermittent telemetry, was able 
. .. 

to confirm only sporatic events occurring after the Mission Thase 

enable time of 49:54 GET. They would remain locked up f or short periods 

of time, could confirm that we were in Mission Thase 7 , and that the 

counters had been disabled. In addition, they were able to confirm 

that the RCS systems "A" and "B" had pressurized. Carnarvon (CRO) 

acquired the spacecraft at approximately 51: 30 GET el apsed into the 

mission and handover from the CSQ to the CRO site was accomplished very 

smoothly. CRO telemetry was solid at acquisition and they were able to 

confirm all events thus far in the Mission Phase. At 52 : 30 GET, the 

MCC and CRO gave a GO for separation. At 53:50 GET, the Carnarvon s i te 

detected plus X translation and at 53:54 GET, conf irmed separation and 

minimum deadbands. Rates and attitudes were good during the second 

5-second plus X translation and the LGC sequenced into Program 15 (the 

DPS cold soak program) at 54 :18. The spacecraft maneuvered to the cold 

soak attitudes of pitch 319 degrees, roll 328 degrees, yaw 099 degrees. 

After the completion of the cold soak attitude maneuver, t he Carnarvon 

Capcomm identified that the spacecraft seemed to be holding solidly in 

attitude with very little RCS · activity to maintain that attitude. After 

completion of the maneuver, we switched high-speed data f ormats incoming 

to Houston to enable the Booster Systems Engineer to monitor the SLV 

vents and the pitch maneuver. At this time, the Booster Engineer 
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identified that the SIVB was GO. The Carnarvon site was also monitoring 

the S-band telemetry and identified that they had minus 98 dbm from a 

standpoint of signal strength, and that the low power S-band data did 

not look as good as their VHF telemetry. At Carnarvon LOS, the Booster 

Systems Engineer identified that the LH2 vent had occurred normally, 

and the GNC Engineer at Houston advised that all of the LGC IMP connnands 

had been issued during the separation phase. At Carnarvon LOS, all 

spacecraft systems were GO; the launch vehicle was proceeding normally 

in its timebase and had initiated i t s pitchover to the local horizontal. 

Carnarvon LOS occurred at approximat ely 59:00 GET into the miss i on; the 

RCS system usage during separation was normal as far as we could detect. 

From my position, it appeared we had used approximately 4~ of our RCS 

quantity for separation and the initial cold soak maneuver. 

ORBIT COAST 

The post-Carnarvon tracking data indicated that we were in a 

90 by 120 n.m. orbit and the Flight Controllers in the Control Center 

now began the developnent of the command plan for the Continental United 

States pass. During the same period of time, we were contacted by SPAN, 

namely Jim Tomberlin, and advised that if the fuel and oxidizer tank 

pressures on the ascent engine were l ess than 50 psi we would be re­

quired to transmit the abort stage arm command prior to going into the 

Mission Phase 11 DPS/FITH/APS sequence. In addition, during this period 

of time, the Booster Systems Engineer advised that the SIVB tape dump 

over the Tananarive site had started approximately 2 minutes 30 seconds 

earlier and stopped 3 minutes 1.6 seconds earlier than had been previously 
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predicted. The command plan for the first Continental U.S. pass had 

been completed by 01:10:00 GET into the mission, and included closing 

the fuel and oxidizer crossfeed valves with DSKY commands as well as 

the selection of the secondary (high-power) S-band system. At 01:10:15 

I briefed the RKV ship on their upcoming pass, identified that all sys­

tems looked nonnal, covered the command plan for the Texas site, and 

subsequently identified that the playback of the S-band data from the 

CR0 site looked very good. In addition, we informed them that we had 

had very marginal UHF signal strength from the spacecraft during the 

last half of the Carnarvon site pass. During this period of time, we 

were running between -100 and -109 dbm with the threshhold at -99 dbm. 

We did feel that a good portion of this signal strength reduction was 

due to the spacecraft attitude as it left the Carnarvon site. As we 

approached the first Stateside pass, the Redstone still did not have 

both the telemetry and the command computer up. I elected to load the 

telemetry program into the one good computer onboard the Redstone for 

this pass inasmuch as everything seemed to be proceeding normally. The 

Rose Knot Victor ship acquired telemetry at about 01:34 :00 GET. The UHF 

receiver signal strength looked good at this pass and all spacecraft and 

launch vehicle systems were nonnal. The spacecraft clocks were in sync 

and we acquired Guaymas telemetry at approximately 01: 33:00 GET; all 

systems were GO; and the glycol temperature in the spacecraft was 42.6 

degrees. UHF receiver signal strength started to deteriorate toward 

the end of the RKV pass. Texas data was acquired at approximately 

01:34:00 GET, and command handover was accomplished between the RKV ship 

and Houston • 



CONUS CCJOWID ACTIVITY 

At the initial Texas acquisition, the signal strength looked 

good and the EEC~ Engineer transmitted RTC-30A, primary S-band OFF. 
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The secondary S-band was brought on.line at 01:36:00 GET, through RTC-20A. 

After the secondary S-band system had been brought in, the Guidance 

Officer issued the IMP commands necessary to close the RCS crossfeed 

valves. The first command was the crossfeed closed, Octal 376. Approx­

imately midway through the transmission of the RCS crossfeed reset 

command, we delayed the transmission of the 377 Octal until handover 

had been completed between Texas and MILA. During the period of time 

that we had power applied to the coil of the RCS crossfeed close relay, 

due to the peculiarity of the instrumentation associated with the Parker 

valve when coil power is maintained, we did not get valid telemetry in­

dication of valve status. Therefore, during this period prior to the 

reset, the valve was indicating OPEN. However, as soon as the reset 

command had been transmitted, the valve telemetry indicated valid. We 

were to note this interesting instrumentation anomaly several times 

during the mission when commanding other Parker valves. The Continental 

United States command plan was completed by 01:43:00 GET, at which time 

we then shifted over to monitoring the SIVB vehicle. The systems on 

the SIVB were good and we monitored the enabling of the passivation 

experiment through an LVOC command. At the same time, the Booster 

Engineer gave me an update on the ECS sphere lifetime of 5 hours 30 min­

utes elapsed time. UHF signal strength continued to vary during the 

Stateside pass, and towards the end of the pass, the EECCM Engineer ini­

tiated work with SPAN in an attempt to define the relationship between 
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At 01:55:00 elapsed into the mission, FIDO advised me that he had 

committed to the DPS-1 maneuver. This maneuver was essentially perfect 

as contained onboard; there were no updates required in preparation for 

the maneuver; and FIDO subsequently initiated the detailed planning for 

the DPS/FITH/APS sequence. After the Canary Islands site LOS at the 

beginning of the second revolution, I summarized the status of the mission 

in discussions with the CSQ and Carnarvon Capcomm. Our SIVB ECS sphere 

lifetime was predicted to be at least 5½ hours; our APS lifetime was 

greater than 8 hours; the passivation experiment was enabled; and all 

SIVB systems appeared normal. From a spacecraft standpoint over the 

Continental United States, we had commanded the crossfeed valves closed; 

we had selected our secondary S-band transmitters; and the UHF signal 

strength was a bit poorer than expected . We also reviewed the change 

to the Mission Rules relative to the ascent propulsion system pressures. 

Our water, electrical, and RCS usages were normal. RCS system 1'A" 

quantity appeared to be biased about 4% las. During the first rev appar­

ently as a result of the cold soak attitude, quad #1 temperature was 

running approximately 20 degrees higher than the remaining 3 quads. 

All other spacecraft systems were GO. 

PASSIVATION 

The CSQ acquired the spacecraft at 02 :23:00 GET. As on their 

previous pass, the telemetry was broken and their UHF signal strength 
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was not_ adequate to provide command coverage. During this pass, the SIVB 

telemetry was also veey poor. The MCC Booster Systems Engineer advised 
. . -

that the SIVB orientation would provide better coverage for the CRO 

site. The CRO site acquired both vehicles at 02:27: 00 GET. They advised 

they had solid telemetry on both vehicles and that both vehicles were GO. 

The SIVB passivation experiment was initiated with Lox Dump over the 

Carnarvon site; the attitudes appeared to be very stable dur i ng the entire 

passivation experiment. During the passivation experiment, t he oxidizer 

ullage pressure did not decrease as far as we had expected . The fuel 

dump and the passivation experiment were concluded at approx imately 60 

seconds prior to the CRO LOS at which time the LH2 vent was init iated . 

ORBIT COAST 

After the CRO pass, the MCC EECOM Engineer requested Carnarvon 

to play back their S-band data. This gave us an opportunity to evaluate 

the primary and secondary data system quality and it was determirled that 

the secondary system was superior to the primary system ••••• at l east during 

this comparison of two passes over the same site. The command plan for 

the Stateside pass was quite simple. The only activity was to cue PRA 

Sequence 5 using a forward search. This PR.A sequence was cued up in case 

we should have a lifetime problem immediately af'ter the £ire-in-the-hole 

1:_1taging sequence in Mission lhase 11 and be required during this same 

pass to go into an APS depletion burn. PRA Sequence 5 was the nucleus 

of the Alternate Mission "I." 

MORE ON PASSIVATION 

Between the Hawaii and Carnarvon sites, we discussed the 
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passivation experiment. During :passivation, the Ox~ullage pressure had 

dropped from 24 psi to 11 psi. The fuel ullage pressure was expected to 

be 14 psi at AOS; however, the sensor was reading approximately .4 psi. 

Over Hawaii, at 2 hours and 52 minutes, the SIVB dumped the cold helium 

and the passivation experiment was essentially completed. The only re­

maining items in the SIVB timeline were the Lox and liquid hydrogen vents 

and the tape dumps. We continued to track the SIVB vehicle, generally 

once per revolution, in accordance with our premission tracking plan. 

CONUS PASS 

The spacecraft and SIVB vehicle systems were GO over Hawai i as 

we approached the end of the second revolution. Signal strength during 

the initial portions of the Hawaii pass were adequate for any command 

activity that should have become neces sary. The RKV acquired the space­

craft at 02:57:00 GET; signal strength at that site was inadequate for 

command activity; all spacecraft systems were GO; and shortly thereafter, 

the Goldstone USE site acquired the spacecraft and transmitted its high­

speed data to Houston. Houston confirmed the GO assessment identified 

by the RKV shi~ Texas acquisition occurred at 03 :06: 00 GET and the 

handover between the RKV and Texas was accomplished, again, very smoothly. 

Our UHF 8ignal strength at Texas acquisition was inadequate for commanding 

and handover was accomplished from Texas to Canaveral. The UHF signal 

strength was -lo6 dbm, and 3½ minutes after the Texas acquisition we 

transmitted a OCS self test command to determine our threshhold for 

commanding. Two DCS self test commands were transmitted; both were re­

jected by the spacecraft. By this time, 5 minutes had elapsed since our 

initial command acquisition at Texas, and I advised the Guidance Officer 
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that we would not cue PRA 5 on this :pass. At approximately 6 minutes 

after our acquisition at Texas, while over MILA, our signal strengths 

appeared to be improving and we tranfµnitted another DCA self test command, 

and this time it was accepted by the spacecraft. This command was 

accepted at -92 dbm. With awroximately 2 minutes remaining in this 

pass, I instructed the Guidance Officer to cue PRA Sequence 5. Inllned­

iately after obtaining the compare of PRA Sequence 5, the signal strengths 

again dropped off to -104 dbm. Toward the end of the MILA pass, the BSE 

advised that he apparently did not obtain proper operation of the Lox 

vent and as such he transmitted the Lox vent closed connnand. However, 

telemetry LOS on the SIVB vehicle occurred at MILA prior to the time 

that he obtained verification on this command. The Booster Engineer 

does not 111>rmally have data from Antigua, and he elected not to command 

this function in the blind, inasmuch as it was not a time-critical connnand. 

At about midpass, during Antigua, the UHF receiver signal strength again 

improved and if necessary, we could have commanded at this point. 

ORBIT PHASE 
Rev 3 

After the completion of the Antigua pass, it was determined that the 

reasons the SIVB commands did not get into the SIVB vehicle was that they 

had handed over from MILA to Antigua and the commands were radiated from 

Antigua prior to that station's acquisition of the SIVB vehicle, there­

fore indicating why the ESE had obtained 2 spacecraft rejects . on the Lox 

vent closed canunands. For the upcoming DPS 1 Mission Fhase 9 maneuver, 

timer J2 was loaded with a mission :phase enable time of 035504; pitch 

attitude 032 degrees, roll 355 degrees. The ground elapsed time of burn 
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initiate was 035941 with cutoff at 040018. The Delta T of the burn was 

37 seconds, the Delta V was 145 feet per second. Preliminary estimates 

on the Mission l'hase 11 DPS/FITH/.APS sequence indicated that the onboard 

targets were good; we should regain throttle control at 044337 ; the fuel 

remaining at abort staging provided adequate margins, and we would not 

pulse the engine during the burn sequence. Telemetry was handed over 

from Antigua to the Redstone and the Redstone telemetry during this 

period was excellent, with only momentary dropouts occurring. Over the 

Ascension site, all spacecraft syst ems were GO for the DPS 1 maneuver. 

The CSQ and CRO sites were briefed that we had cued PRA 5; the clocks 

were in sync; passivation was GO, and that based on the Conus pass, it 

appeared that the signal strength necessary for effective commanding was 

-99 dbm or better. During the Gemini Program, we had essentially exper­

ienced a capability to command in any spacecraft orientation from zero 

degrees at acquis~tion to zero degrees at LOS, and our sensitivity to 

threshholds for commanding during this mission began to concern me con­

siderably. The majority of our Mission Rules, from a spacecraft systems 

as well as from a trajectory standpoint, required considerable command 

support in case of any spacecraft systems or trajectory problems. In 

addition to this, we did not know the effects of plume attenuation of 

the descent and ascent engine would be on our capability to command the 

spacecraft. During the Stateside pass, over 7 minutes were lost from 

a command standpoint due to the low UHF signal strength. FDJO had con­

tinued his planning for the DPS/FITH/APS sequence and advised that at 

abort staging we would have l,350 lbs. of propellant remaining and that 

we would not obtain the DPS low-level warning light. Also during this 
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period-of time, the Guidance Officer identified a spacecraft peculiarity 

that invalidated a :portion of Mission Rul.e 14-30. This rule related to 

unstable vehicle·attitudes shown by a difference between actual and de­

sired CDU's greater than 10 degrees. During the course of the mission, 

we had an apparent bias in these numbers and we determined that this 

was due to the fact that the measurements were based around the space­

craft control axis as opposed to the CDU axes. I did not fully under­

stand this at the time and advised GNC and Guido to discuss this problem 

and prepare a briefing for the network. It was very difficult in the 

short time remaining to discuss the details of this mission rule as we 

now understood it, with the renote sites and as such, I advised them to 

delete the first section of Mission Rule 14-30 and make cutoff decisions 

based on rates alone. Also during this period of time, to try and improve 

the quality of the VHF telemetry reception at the Coastal Sentry Quebec 

site, the .AFD, based on previous experience with the CSQ, advised the CSQ 

Capcomm to monitor his telemetry sync indications when he was transmitttmg 

voice from the HF ship-to-shore facility while in high-:miwer mode. During 

previous missions apparently the Goddard voice communications on occasion 

would interfere with the downlink telemetry reception. 

DPS #1 

The Coastal Sentry Quebec ship acquired the spacecraft at 

03:54:00 GET. Almost immediately after their acquisition, they reported 

the loss of their 1218 computer and as such they were unable to readout 

any of the LGC downlink_ words; thus, they were not able to verify that 

we had gone into the proper mission phase and programs. They were able 
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to verify counter disable and those events occurring within the mission 

phase; counters disable, deadband minimum, calc manu, and ED and DPS 

armed discretes. Through these discretes, they were able to verify that 

the LGC entered the mission phase at 03:55:04 GET. Shortly thereafter, 

the Carnarvon site acquired, and command handover was accomplished after 

the descent engine ARM discrete.had.been issued by the LGC. MCC, through 

monitoring the telemetry remoted from Carnarvon, was able to determine 

that the spacecraft was GO for the DPS 1 maneuver; pitch attitude was 

reading 032 degrees, roll 355 degrees, and the attitudes were perfect. 

The GO for the DPS 1 maneuver was given by the CSQ and Houston sites at 

035904 GET. Plus X tranlation, engine ON, and 10 percent throttle was 

confirmed on time. Ten seconds after the DPS ON was reported by the 

Carnarvon site, they identified they had a PGNS caution indication 

which they subsequently amended to be a program caution indication. DPS 

OFF was confirmed by several indications about 7-10 seconds after the 

engine ignited. At Tig+l6 the MCC Guidance Officer advised that we had 

gone to Program 00, Mission Idle. At Tig+45 seconds, I requested that 

Houston be made prime for command and we started the cleanup commanding 

of the spacecraft. At this time, we were reading -100 dbm on UHF S.S. 

and Command 34B master relay reset was delayed by approximately 60 sec­

onds till signal strengths were adequate. The first transmission was 

rejected by the spacecraft; the second transmission at Tig~2:10 was 

also rejected by the spacecraft. On the third attempt to transmit mas­

ter relay reset at Tig+2:35, the command was accepted by the spacecraft 

and the DPS arm discrete was removed from the prime relays. Subsequent 

to this, at Tig+4:00, a verb 15, noun 50 was transmitted to enable 
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Houstqn to readout the error codes. At the same time, the FIDO was 

starting to evaluate our alternate mission capability and the GNC ad­

vised that apparently we did not have our thrust chamber pressure build­

up as rapidly as we had expected it to be. The· enter for the verb 15, 

noun 50 was transmitted at Tig:+-4: 50. At this time, Guidance read out 

the error codes, Delta V monitor alarm, and "forget it, 11 indicating that 

the LGC had commanded the engine ON, and it did not come on. The GNC 

and the EECOM engineers at this time were reviewing their systems to 

determine if there were any lifetime constraints that would prohibit 

going back to the nominal mission. The spacecraft systems were safe and 

the only LGC command requirements were for a V34 and error reset. How­

ever, due to the limited time remaining in the pass, we determined that 

we would delay this commanding until Hawaii. Immediately after Carnarvon 

LOS, we scheduled a playback of the burn data as well as getting a verbal 

description of the analog data acquired by Carnarvon during t he pass. 

ALTERNATE PLANNING 

The MCC EECCM and GNC at Carnarvon LOS indicated they did not 

see any systems anomalies which would constrain us from lifetime stand­

point. At Carnarvon LOS, we immediately started reviewing 3 possible 

alternatives. The first alternative discussed was continuing with the 

nominal plan by scheduling Mission Hlase 9 back over the CSQ/CRO site 

on the subsequent revolution. The Flight Dynamics Officer advised that 

it would be very difficult to reschedule Mission Phase 9 over Carnarvon 

inasmuch as the max elevation on the Carnarvon pass on the next revolu­

tion was 2.9 degrees. This poor coverage had been anticipated in pre­

mission planning and as such we concentrated on the two primary 
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alternates as defined in the Mission Rules. Alternate Mission 11 L11 

would continue on the nominal Mission Phase 11, culminating with a ground 

connnanded abort staging sequence after a short DPS burn. Our other al­

ternate . .mission was Mission 11C" which was a PR.A minimum requirements 

sequence. 

SCRUB 11 L11 OVER CONUS AND SLIP A REV 

Targets were already available for Alternate Mission 11L11 over 

the Continental United States on the third revolution. Based on pre­

mission planning, the Alternate 11L11 targets and the nav vector were 

ready for transmission to the Hawaii site prior to the DPS 1 maneuver 

to take care of this type of contingency (i.e., failure to attain DPS 

1 targets). However, based on the MOCR analysis combined with inputs 

that were now being received from SPAN as well as the MIT support 

people, it had been determined that we must increase LGC wait period to 

allow for a longer thrust buildup. As such, we scrubbed the Alternate 

11 L11 plan for the third revolution .over the States. In addition, this 

allowed the Flight Controllers to further evaluate the status of the DPS 

prior to committing to a maneuver. We wanted to verify that the appar­

ent cause was the real cause for the shutdown. The Assistant Flight 

Director at this time proceeded to initiate the developnent of the 

command plan for the Hawaii site on the third revolution. At this time, 

I also elected to allow the prime relay reset command (34B) to remain 

in the spacecraft until we had determined which alternate plan we would 

implement. Immediately after Carnarvon LOS, the analog recorders were 

broughtinto the front room and indicated that we had actually reached 
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10 percent throttle, immediateJ.¥ prior to the DPS shutdown. At this 

time, we initiated a prepl.armed contingency checklist to go back and 

reverify ·what our lif'e.t:i..me · remaining constraints were, what our next and 

best opportunities were for maneuvers, to reverify that we had a safe 

spacecraft configuration, and to build command plans necessary for what­

ever corrective action was necessary. The FIDO's recommendation at this 

time was to pursue the "L" Mission and develop the plan f or the fourth 

revolution over the States. This plan included the guidance commands to 

clean up the LGC configuration at Hawaii as well as the new nav and 

target loads. FIDO then proceeded to evaluate the perigee constraints 

and the maximum time that the descent propulsion system would be burning 

prior to the time that manual abort stage command would be transmitted. 

During this period of time, there were no constraints on the conduct of 

the APS 2 burn under WC control. At this time, I also reques t ed the 

GNC controller to track down an anomaly that we had noticed once during 

pad testing, either plugs out or the s/c SIT, where we noticed a very 

long delay in throttle response. 

EVAWATION OF ALTERNATES 

With Alternates "L" and "C" in active planning, I continued the 

discussion of returning to the planned mission profile. We would have a 

0 7 minute, 15 elevation pass over the Coastal Sentry Quebec ship on the 

next revolution. I asked FIDO for his opinion on further updates required 

for the DPS 2 portion of the maneuver inasmuch as he would have to perform 

those updates with no tracking data and iimited capability of observing 

the IM guidance computer during this period. In addition, he advised 

that the CSQ would be by themselves during this maneuver and due to 
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their limited LGC readout capability on the ground, they would have 

limited access to the computer data during the period of time :immediately 

prior to, during, and after the maneuver. As the SSR continued the plan­

ning, the MOCR now discussed the 11L11 and 11C11 Alternates as more data 

became available. In continuing the discussion of our secondary alter­

nate ( 11C11
), we evaluated the feasibility of cutting off the minimum 

requirements sequence after the APS l burn and prior to the APS 2 burn, 

which would allow about 24 seconds for the GO/NO GO and cutoff commands. 

This would allow us the capability of coming back with the IM guidance 

computer for the APS to depletion burn later in mission. At this time, 

I also discussed my concern about executing the time-critical abort 

staging command by RTC in Alternate 11L" due to the problems we had had 

with the UHF receiver signal strength throughout the mission so far. 

FIDO advised he wanted to continue studying Alternate 11L11 to determine 

if there was a possibility of going all the way under LGC control. We 

now turned to discussing the 11L11 mission guidance update requirements for 

Mission Phase 11. Over the States we would uplink commands to increase 

the wait period for Delta V sensing after ignition, and transmit two 

timer updates to get the phase enable time counting down properly. I 

again identified my concern about the manual abort staging comm.and with 

the unfavorable command situation which we had seen so far. My prefer­

ence was to obtain the abort staging sequence independent of ground 

command activity. 

THE HAWAII PASS 

Hawaii acquisition occurred at approximately 04:24: 00 GET. At 
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this time, Flight Dynamics Officer gave me the preferred Alternate Charlie 

time of 6 hours 15 minutes elapsed, and the GNC Controller recommended 

that we increase the Delta V monitor time and continue with the Mission 

Phase 9 and 11 nominal mission sequence at which time I identified again 

that we had very poor coverage over the CSQ and that we would have no 

tracking data from Carnarvon. The CSQ, although they had a long pass, 

had no capability of either reading out the I.GC downlink capability 

easily or commanding the LGC if necessary. At this time, the Guidance 

Officer identified that the spacecraft attitude was purely retrograde 

for a PRA Sequence 3 and suggested that we update the spacecraft atti­

tudes for this alternate while we had time. These updates would be per­

formed over the States and would cause the calc maneuver routine to be 

executed to give us inplane posigrade attitude of 27 degrees pitch up, 

zero degrees roll, and zero degrees yaw. At this time, I also identified 

that I wanted to be in a position to execute "L" or 11 C" on the next revo­

lution. After the "error reset" and Verb 34 commands had been trans­

mitted over Hawaii, l:RA 3 was cued up using a forward search. 

EVAWATION OF RETURN TO PLANNED MISSION 

At this time, the FIDO gave me the CSQ and Carnarvon AOS and 

LOS times for the next revolution. We were still considering returning 

to a nominal mission plan if it were feasible. CSQ acquisition time was 

05:27:44, LOS 05:34:44, max elevation 15 degrees. The Carnarvon acq 

and LOS was 05:32:50, WS 05:37:18, 3 degrees elevation max. 

DECISION TO SCRUB THE RETURN TO NOMINAL 

Towe.rds the latter end of the Hawaii pass, I requested FIDO 
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to evaluate the possibility of generating targets for a nominal Mission 

Blase 9 and Mission Hlase 11. In addition to this, I asked the EECOM 

to evaluate the command coverage from a theoretical standpoint for the 

CSQ/CRO pass. EECOM advised that he could not evaluate command coverage 

ovijr the CSQ/CRO sites. I again requested him to attempt to define what 

our coverage would be and he initiated work with the Flight Dynamics 

Officer to estimate the attitudes for the maneuver. By now, the RKV 

had acquired and the spacecraft was now over the Goldstone site. At 

this time, I identified to Mr. Low that we would be very time-critical 

in getting all of opr .target, timer, and systems commands into the space­

craft over the States; that with the unfavorable T/M, command and track­

ing situation over the CSQ, I recommended against attempting the burn 

over the CSQ. I felt that once we had committed to an LGC burn, and once 

we had enabled our mission phase timers, we would very possibly be un­

able to stop the implementation of that burn. The Delta V associated 

with the burn could cause us very serious problems if, for any reason, 

we were in the wrong attitude, either due to LGC problems or the pos­

sibility of getting improper updates in due to the short period necessary 

to plan and implement the uplink of these updates to the spacecraft. 

It may be noted that this decision was consistent with our premission 

study of similar situations. 

ORBIT PHASE 
Rev 4 

At this time, I had to make a decision as to which series of commands 

would be issued to the spacecraft first. I determined to guarantee as 

a minimum, a good attitude (as well as good coverage from a ground 
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tracking and telemetry standpoint for the fire-in-the-hole sequence) 

in case we decided that Alternate 11C11 was most preferable. At this time, 

Mr. Kraft and I discussed the Alternate "L" and Alternate 11 C" plans. 

We identified that our prime concern should be in accomplishing our 

staging objective and that if we had a favorable condition between the 

APS land APS 2 burn, to again attempt to get back under LGC control 

for the burn to depletion. 

MORE ON THE NCMINAL 
~ 

At this time, the Flight Dynamics Officer cane back and identi-

fied another constraint to continuing with the nominal Mission Phase 9-

Mission Phase 11 sequence. This was that if we were able to update all 

of the targets, nav vectors, and timers necessary to return back to the 

normal mission, the best he could do from a trajectory standpoint would 

be to have the DPS 2 ignition occur approximately 60 seconds prior to the 

RKV acquisition. This would lead to a very complex handover problem 

from both a telemetry standpoint as well as from a cormnand standpoint 

and control during this critical phase between the Hawaii and RKV sites. 

In addition, he did not believe that we had adequate opportunities to 

transmit the necessary loads to the spacecraft to implement this plan. 

I advised FIDO to terminate all activity associated with the planning to 

return to the nominal profile. 

CONFIGURE FOR "C" AND PLAN 11L" 

At th~s time, after the discussions with Mr. Low, I identified 

to the Flight Dynamics Officer that we guarantee Alternate 11 C11 but to 

continue the uplink process necessary for Alternate Mission "L". Also, 



27 

at t .his time, I identified to the Flight Dynamics Officer my preference 

for continuing with the APS 2 burn under LGC control, and he stated that 

he did feel he could generate a satisfactory set of targets for that type 

of maneuver. At this time, we were in midpass over the Continental 

United States. All spacecraft systems were still GO and the Guidance 

Officer was uplinking the attitude maneuver commands. Mr. Kraft contin­

ued to discuss the Alternate "L" possibility with Mr. Low, and at this 

time, Mr. Low identified a preference for the Alternat e 11L11 plan provided 

we could increase the DPS burn duration. The FIDO identified that the 

maximum burn duration would be approximately 60 seconds, 26" at 10"/o and 34" 

at 100"/o thrust. By this time, the Guidance Officer had completed the 

transmission of approximately 80 commands necessary to go to the burn 

attitude for Alternate "c" over the United States. The maneuver to 

attitude was performed very smoothly by ~ha .spacecraft, and the attitude 

settled down at precisely the attitudes the Guidance Officer had expec­

ted them to. He had advised that based on the impulsive maneuver, our -

ephemeris at the completion of the burn would be around 91 x 566 n.m. 

After the States LOS at the end of the third and the beginning of the 

fourth revolution, I identified that the spacecraft was configured for 

Alternate "c" minimum requirements sequence. However, we ,were contin­

uing the planning and implementation for Alternate "L". I summarized 

for the Flight Control Team my feelings relative to the decision not 

to return to the nominal mission plan on the GOBS conference loop, again 

stating the problems associated with command, telemetry, the capability 

of reading out the LGC, with the two overriding factors being that once 

we enabled the mission phase timers, after having done much uplinking 



28 

and reinitializing of the LGC, I believed we woul.d be locked into that 

plan and that we coul.d conceivably lose control of the mission if we 

had any problems over the CSQ. In addit i on, the Mission Phase 11 Tig 

time occurred prior to the RKV and, as such, we woul.d have a very un­

favorable command as well as a tracking situation for both Mission Phase 

9 and Mission Phase 11. 

ALTERNATE "C" AB PRIME 

At 05:05:00 GET FIDO advised that for Alternate Mission 11L11 

we would require 4 updates, a nav load, a target load, and 2 timer up­

date loads from the Hawaii site, which was our only opportuni t y for 

getting these commands into the spacecraft. In addition , he i dentified 

that the maneuver dipped down very low in perigee, down as low as a neg­

.ative 100 n.m., and we would have to transmit the abort stage commands 

prior to going below our 85 n.m. perigee line in order to enable us to 

come back with an A.PS 2 burn to deplet i on. I identified to Mr. Faget 

and Mr. Low that the longer we tried to increase the DPS burn duration, 

the worse the situation got from the standpoint of ground coverage as 

well as minimum perigee. Mr. Low and Mr. Kraft again conferred on this 

discussion. At 05:15:00 GET, I elected to execute Alternate 11C11 as the 

primary plan. 

ALTERNATE "C" MODIFICATIONS 

Alternate "c" woul.d be modified to terminate the PRA sequence 

between the A.PS land A.PS 2 burns and attempt to come back for an APS 

depletion burn under LGC control on the subsequent revolution. Now that 

we had selected the minimum requirements sequence as our primary alternate 
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and .had locked in on this plan, we started to evaluate this alternate 

in much greater detail. In an attempt to extend our DPS engine on time, 

we examined the possibility of transmitting the AGS select RTC to stop 

the PRA sequence and lodk into the period of time that we are at 100 

percent thrust during the DPS l maneuver. We had a 7-second period 

during which we could transmit this connnand. I discussed this with the 

MCC GNC and we ceviewed the fea.sibility of this tYl)e of approach. Again, 

we came back to the same conclusions we had come to during our premission 

planning period, that with the time delays inherent in our telemetry 

and command systems we could not reliably extend the DPS burn duration 

(i.e., '.IM delay approximately 6 seconds, command delay approximately 2 

seconds). Again, I passed this to Mr. Kraft, who passed it to Mr. Low. 

Similarly, I instructed the Assistant Flight Director to identify the 

constraubs on cutoff during the minimum requirements sequence between 

the APS land APS 2 maneuvers and identify those cases from a systems 

and trajectory standpoint for which we would not terminate the maneuver. 

Simultaneously, the Guidance Officer in preparing for the APS 2 maneuver, 

was developing a plan to start his initial series of updates to start 

the mission phase timers counting down to a Mission Fhase 13 and as 

such, he could increment about this time, which somewhat reduced the 

time to uplink all of the necessary Nav, Target, and Timer updates. 

This woul~ make it procedurally simpler for him to move into Mission 

Phase 13, the APS to depletion burn. The Ascension site had problems 

acquiring during this pass and we could not innnediately determine what 

the problem was. However, we did have reports from an ARIA aircraft 

in the vicinity of Asgension that the aircraft was able to lock up and 



30 

maintain track. It was reported subsequently that the problem with the 

Ascension site had been the pointing data they had been supplied. 

FINAL PLANNING FOR "Cu AND :WC APS 2 

The final Alternate "C" plan was committed to the FIDO and the 

rest of the Flight Control Team at app~oximately 05:30: 00 GET. During 

this discussion, the Assistant Flight Director had reviewed the pre­

dicted site acquisition tables (PSAT) and identified that i f we conducted 

the minimum requirements sequence at 05:15: 00 GET, we would have very 

low elevation angles at the Texas and the ETR sites. He recommended 

that the time for this sequence be planned earlier. The t ime f or the 

initiation of PRA Sequence 3 was selected to be 06 :10 : 00 GET, which cor­

responded to a time approximately 60 seconds after White Sands acquis­

ition, and provided good 2-site FITH coverage. This also allowed C-band 

radar tracking from the initiation to compl etion of the maneuver. The 

Guidance Officer, by this time, had prepared the two timer updat es 

necessary for Mission Phase 13 and had transmitted them to t he CRO site. 

CSQ acquired about 05:35:00 GET and identified they had fluct uations 

in UHF signal strength at acquisition. Command handover was accomplished 

as soon as possible from the CSQ to the CRO site and further handover 

was accomplished to Houston for the I.GC commanding. There were minor 

breaks in the Mission Ihase 13 timer uplink process due to the UHF signal 

strength; however, by midpass at CRO, the Mission Phase 13 timer was 

loaded and started to count down. The spacecraft systems were GO at 

LOS at CRO. We were now reviewing the UHF command predictions and site 

AOS-LOS times for the Mission Phase 13 (APS 2) commanding with the 
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appropriate Nav, Mass, and Target updates. It became apparent at this 

time that we might run into problems with the updates during the Con­

tinental United States pass due to the relatively low elevation angles. 

rn· addition, however, with the raising of the apogee due to the MRS 

sequence, we felt we would have a relatively long Carnarvon pass during 

which many of the required updates could be transmitted. We therefore 

considered that it might be necessary to delay the APS 2 burn until as 

late as an 090000-093000 GET; however, we continued on the assumption 

that we would be able to transmit all the loads within 1 rev. At this 

time, the spacecraft systems lifetimes were at minimum 13 hours, and we 

were constrained only by the network in the execution of Mission Phase 

13. While the Flight Dynamics Officer continued to iterate these two 

plans now for Mission Phase 13, the Assistant Flight Director had been 

working on the connnand plan and the GO/NO GO criteria that would be 

implemented between the APS 1 and APS 2 burns during the PRA MRS. The 

final command plan for the execution of FRA MRS was developed while the 

spacecraft passed over Guam. Guam saw the spacecraft RF but was unable 

to lock up on the data and pass the data through to Houston. 

FINAL PREP FOR MRS 

The final MOCR review of the connna.nd plan had been completed 

by 05:50:00 GET. At this time, we spent about 5 minutes reviewing our 

ground rules for the conduct of the GO/NO GO in the 24 seconds between 

the APS 1 and APS 2 burn. The first ground rule was that we would con­

tinue the sequence into APS 2 if the minimum perigee during the MRS 

decreased to below 85 n.m. The FIDO was instructed that if he had any 
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doubt. as to his data quaJ..ity during this burn, we would continue to burn 

into the APS 2 portion of the MRS. Similarly, the GNC Controller was 

briefed to allow the burn to continue if there were any AFS or RCS 

problems that would constrain the lifetime to less than 3 hours after 

completion of APS 1. EECC?,1 was advised to give his GO/NO GO based on 

the glycol and electricaJ.. power status after the completion of APS 1. 

GUIDO would monitor for any potentiaJ.. or incipient gimbaJ.. lock problems 

during the course of the burn. If a gimbaJ.. lock problem existed, we 

would want to continue into the APS 2 portion of the burn under PRA 

control. All clocks in the Control Center and at the Rose Knot Victor 

site were synchronized to count down to PRA start time of o6 :1O :OO GET. 

PRA CUTOFF TECHNIQUE 

During the process of development of the command plan, it was 

essentiaJ.. to determine which technique would be used for cutt ing off 

the burn between the APS land APS 2 sequence. The two prime techniques 

that we considered were the transmission of the 11Guidance Select AGS 11 

(RTC 4OB) or the "Prime Relay Reset" (RTC 34B). Each had its inherent 

advantages and disadvantages. The primary technique that was chosen 

was the "Guidance Select AGS" which would put the PRA into essentially 

a hold mode and if, after cutoff, we determined we wanted to continue 

with the PRA APS 2 burn, we couJ.d transmit the PRA ''Start" connnand, then 

continue with the APS 2 burn. 

EXECUTION OF ALTERNATE "C" MRS 

InitiaJ.. connnand activity after Hawaii acquisition was delayed 

approximately ~ minutes due to ·low UHF signaJ.. strength and the "prime 
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relay off" command e.s transmitted twice over the Hawaii site with no 

effect. At this ti.me, we were slightly below our threshhold for effec­

tive commanding. With 3 minutes remaining in the Hawaii pass, the prime 

relay off command was transmitted, and this time it was accepted by the 

spacecraft. Subsequently, we commanded the ascent battery 5 to the 

backup feed path and then transmitted the "Master Arm11 command which 

brought the pyro batteries online. A communications check was performed 

with the RKV at approximately o6:05:00 GET and they were advised that the 

prime relays were II set, 11 battery 5 jas on the backup f eed path, and the 

pyro batteries were online. In addition, they were advised per the 

Mission Rules that this PRA sequence was a time-critical sequence and 

they should be prepared to back up by RTC all spacecraft f unctions as 

listed in the Mission Rules. The UHF receiver signal strength at RKV 

acquisition was excellent. Approximately 60 seconds after acquisition, 

they transmitted the AGS select command and the vehicle switched to and 

was ~ery stable in AGS mode. Goldstone data was remoted t o Houston at 

approximately o6:09:00 GET. The data wasi initially broken ; however, 

when solid telemetry was acquired , all spacecraft systems were GO. The 

telemetry quality at both sites was excellent. The PRA start command 

was transmitted by the RKV site at precisely 06:10: 00 GET. Compare 

and clock pulses were issued indicating that the PRA had received that 

command. Plus X translation was detected and the sequence was proceed­

ing normally. The DPS arm command was moni tared approximately 35 seconds 

into the sequence and 10 percent thrust was noted 39 seconds after se­

quence start. The thru.t chamber p~essure was reported GO; the rates 

were good; and at 01:05 into the sequence, the DPS throttle went to 
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1ee percent. DPS 1 was complete approximately 1 minute 20 seconds 

into the sequ~nce; subsequently, the second plus X translation and DPS 

2 ignition was monitored by both Houston and the RKV sites. Handover 

from RKV to Texas was accomplished at approximately 2 minutes and 10 

seconds into the sequence. Fire-in-the-hole staging and the APS 1 burn 

was initiated on time. White Sands track, as reported by the Flight 

Dynamics Officer, was solid and apogee was continuing to increase. 

During this period of time, the spacecraft attitudes were approaching 

very closely to the gimbal lock attitudes. Apogee was continuing to 

increase .-and the spacecraft approached within 8 degrees of gimbal lock. 

Innnediately after APS 1 cutoff, the Trajectory, Guidance, EECOM, and 

GNC Officers indicated that their sequences and systems were all GO. 

CONUS ACTIVITY, RCS DEPLETION B SYSTEM 

The PRA was stopped approximately 23 seconds after the APS 1 

cutoff. Subsequent to this time, the l?GNS select command and the prime 

reley- reset commands were transmitted to safe ··the spacecraft systems as 

well as to attempt to regain l?GNS control and avoid gimbal lock. The 

Guidance Officer indicated that his initial command activity would be an 

attitude counter update. Simultaneously, the GNC Officer indicated that 

we were using RCS prppellant quantity at a relatively rapid rate. This 

was attributable to the fact that we had not updated the spacecraft mass 

and that we were still operating in minimum deadbands. As the RCS con­

tinued to decrease, I instructed the GNC Controller to transmit the RCS 

Main "A" closed command. This command was transmitted at an elapsed 

time of approximately 0$:17:20 GET, at which time we had 30 percent RCS 
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remaining in the 11A11 system. The Guidance Officer was meanwhile contin­

uing his updates to the IM guidance computer in preparation for the 

Mission Blase 13 under LGC control. With the counter update complete, 

the next item was the mass update to be performed by the Guidance Officer, 

which would have corrected the high RCS usage. At o6:19: 00 GET, we had 

telemetry LOS. About 40 seconds later, MILA had reacquired telemetry 

and subsequently had LOS a.round 40 seconds later. We feel this was 

attributable to the relatively low elevation angles we were not tracking. 

The GNC advised me that the "B11 system was very rapidly running toward 

depletion; however, at this time, we were expecting reacquisition of 

telemetry at Antigua and I was still assuming we could get the vehicle 

mass updated. (After the flight, we were to determine that this vehicle 

mass update would not become effective until the spacecraft computer 

went into an average G routine.) Our ephemeris at the completion of the 

MRS was 92 n.m. perigee, by 532 n.m. apogee. It may be noted that the 

impulsive computation of our ephemeris for the minimum requirements was 

very close to that which was obtained during the maneuver. '.Antigua 

acquired at 06:21:20 GET and the UHF receiver strength was very good. 

The Guidance Officer during the Antigua pass was generating the update 

for the vehicle mass . Simultaneously during the process of generating 

this load, he had initiated the transmission of the navigation update 

for Mission Phase 13. At approximately o6:24:45 GET, data was dropping 

in and out, and our signal strength dropped off very rapidly. We did 

believe that by LOS we had gotten the complete nav load into the space­

craft. 
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At o6:26:00 GET, I identified I wanted to develop 2 alternates 

in preparation for the Hawaii pass. There was a good possibility that 

due to the depletion of the RCS B system, we might be in gimbal lock by 

the time we reached CRO and were able to complete the mass update. 

Therefore, the developnent of two simultaneous command plans was ini­

tiated; one for the use of PRA Sequence 5 over Hawaii, the other one 

for the Mission Phase 13 updates to the IM guidance computer. With 30 

percent RCS remaining in system 11A 11
, RCS propellant would be relatively 

low for PRA Sequence 5 since it required 2 plus X ullage maneuvers 

totalling 32 seconds in duration. At this time, I again asked Mr. Kraft 

to query the Program Office on whether they would prefer one long APS 

burn during PRA Sequence 5, or a 60-second burn with a 10-second coast 

followed by an APS relight and a burn to depletion. After the update on 

the orbit due to the 500 n.m. apogee, the pass time was approximately 

10 minutes in duration. The targeting for the APS 2 maneuver under WC 

control indicated that we would acquire an apogee of around 1500 n.m. 

during the maneuver. 

CRO CCMMAND PLAN 

The initial command plan for the Carnarvon site requ:ir ed a mass 

update and after that update we would bring the 11A11 RCS system online. 

In addition, we would transmit a Verb 63 update to initialize the digi­

tal autopilot, open the RCS crossfeed valves to reduce the possibility 

of a jet abort during the WC maneuver, and transmit IMP commands to 
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go .back to maximum deadband. Simultaneously, on the backup command 

plan for PRA Sequence 5, we had determined to send an engine start 

override command after the initiation of the first ascent propulsion 

burn in that sequence. This would provide one continuous burn to de­

pletion of the ascent propulsion system. The ascent propulsion system 

#2 targets that were to be loaded for the burn provided significant 

improvements in the network ground coverage. This maneuver would regain 

our coverage over the United States and allow us to continue into the 

post-mission testing, as well as give us good coverage for the burn to 

depletion. The Assistant Flight Director had reviewed the command 

histories from the Stateside pass to verify that the command plan/space­

craft configuration was right for the burn. During this review, he felt 

that the time history for the commanding after APS 1 may have allowed 

us to burn the plus X thrusters and thus account for some of the high 

RCS usage. We were briefed by the SPAN team to increase the number of 

passes through the Delta V counter to 60 seconds (3G passes) such that 

we could not run into a repeat of the same problem that we had had on 

the DPS 1 maneuver. At the time, it bee ame apparent that for the .IFS 2 

maneuver that we would have a break in coverage of approximately 1 

minute and 25 seconds, between HAW and RKV. The Watertown ship had been 

pJaced in ihis gap to provide tracking aa well as telemetry coverage for 

this type of contingency and a status check at the Watertown indicated 

that their telemetry recording status was GO. 

THE CSQ/ CRO PASS 

CSQ acquired the spacecraft at approximately o6:50:00 GET; 
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however, they were unable to lock up on the VHF. The first 3 minutes 

of the pass, CSQ was unable to acquire solid lock; however, Ca.rna.rvon 

acquired ·solid telemetry at about 4 minutes after the CSQ acquisition 

and VHF signal strength at Ca.rnarvon acquisition was very good. The 

mass update was completed by about 2 minutes after the Ca.rna.rvon site 

acquisition; then in sequence, the RCS main B closed and closed reset, 

RCS main A open and open reset commands were transmitted. This was then 

followed by prime relay off at approximately 4 minutes into the Ca.rna.rvon 

pass. The Guidance Officer then proceeded to open the RCS crossfeed 

valves via IMP commands. Dropouts were occurring during the RCS cross­

feed IMP commanding, and spacecraft rejects resulted in slowing down the 

Guidance Officer's command activity. The crossfeed valves were opened 

and it was then noted that the oxidizer pressure in both System 11A 11 and 

11B11 had decreased signific~ntly. Crossfeed reset command was accomplished 

at approximately 6 minutes after Ca.rna.rvon acquisition. The Guidance 

Officer, with broken data, continued the EMU update #2. which should put 

us in max deadband and give us 60 seconds on the Delta V counter. We 

were notl approximately 60 seconds from LOS and had the APS 2 target and 

the GET timer updates still to get in in order to be able to accomplish 

the I.Ge APS 2 maneuver. CRO LOS occurred prior to the time of the update 

of the APS 2 target in the GET timer update. 

PRA 5 SELECTED 

During the Ca.rna.rvon pass, it was noted that with both RCS 

systems manifolded together, the RCS oxidizer pressure did not increase 

equivalent to the fuel pressure. In addition we again seemed to be 
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going into a }ligh duty cycle and high usage rates on the 11A11 RCS system. 

I did not understand this at the time because I had believed that the 

DAP enabling and the mass update should have corrected the RCS usage 

problem. I did feel that the low oxidizer pressure may have been a 

result of a failure in the 11 B" system; however, the only way to correct 

the spacecraft configuration at that time consisted of a series of DSKY 

commands to again close the crossfeed valves. This was not practicable 

in the time remaining in the Carnarvon pass. In addition, we had man­

aged to get the majority of the updates into the LGC to prepare it for the 

APS 2 maneuver and I did not want to go to a spacecraft conf i guration, 

where again we were faced with a probability of an RCS j et abort during 

an LGC maneuver. We wanted all 16 thrusters online connected to the 

RCS 11A" system for the APS 2 burn. Due to the fact that we were uaable 

to condition the LGC for the APS 2 maneuver, and with the RCS problems 

we had indicated at CRO LOS, I elected to use the PR.A Sequence 5 over the 

Hawaii site. In addition, it became evident that we would not have 

sufficient RCS propellant in the system to provide the plus X ullage 

necessary for the propellant settling prior to the APS 2 maneuver as 

well as for providing attitude control during the 2-minute period we 

would be burning the APS prior to the time that the ascent feed valves 

were opened. Therefore, we changed our command plan f or the Hawaii site 

to allow sufficient time to open the ascent feed interconnects to provide 

propellant for the RCS thrusters. I did, however, request the FIDO 

Officer to evaluate the feasibility of using the targets that were 

presently in the spacecraft, but initiating the burn at a later time 

during the Hawaii pass through the transmission of the mission phase 
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timer update of plus zero. This would cause the Mission Riase 13 to be 

enabled simultaneously with the receipt of the mission phase tin.er plus 

zero update. over Guam, the RCS "A" system propellant was essentially 

depleted; however, the vehicle was still holding attitude with very small 

rates noticeable. While over the Guam site, the Flight Dynamics Officer 

advised me that with the targets that were presently in the spacecraft, 

we could not delay initiation time of Mission Phase 13. In addition, 

we still had a sizeable amount of command activity during the early 

portion of the Hawaii pass, and the command plan was now updated to 

include the IMP commands 176/074 and 076. This would configure the 

ascent feed valves as discussed previously. In addition, we decided to 

transmit the RCS main B open command in an effort to utilize the dif­

ferential pressure between the ascent propellant tanks and RCS system 

to trap within the RCS manifolds and lines as much APS propellant as 

possible. Due to the large amount of command activity associated with 

the Hawaii pass in preparation for PRA Sequence 5, I instructed the 

Guidance Officer to start PR.A Sequence 5 as soon as possible after the 

completion of all preceding command activity. Hawaii acquired the 

spacecraft at approximately 07:38:00 GET. Signal strength was good at 

acquisition and commanding was initiated immediately to open the ascent 

feed valves. As soon as the ascent feed valves were opened, RCS mani­

fold pressures came up to normal, and I asked the GNC whether he believed 

we could go one more revolution on the RCS system. He responded in the 

affirmative. As soon as I saw a good RCS, I again wanted .to attempt to 

get back to an I.Ge controlled APS 2 maneuver and see if we could slip 

the maneuver by one revolution. However, the Hawaii site was the only 



41 

site from which we could uplink the commands for an I.Ge controlled 

maneuver. We had essentially run out of network coverage for execution 

of any LGC controlled maneuvers. I instructed the Guida.nee Officer 

then to continue the sequence and to cue PRA Sequence 5 for the APS 

depletion burn. The AGS select command was transmitted after receipt 

of the PRA compare pulse. PRA Sequence 5 was first attempted at 

-
07:43:19 GET; , However, the UHF signal strength was not adequate, we 

received no clock and compare pulses, and we had a spacecraf t reject 

indication. The command was ret~ansmitted approximately 30 seconds after 

the first attempt and this time the command was successful. The engine 

start override command was transmitted as soon as the APS was burning. 

The AGS select command was transmitted at approximately 07 :45 :00 GET to 

avoid resetting the ascent feed valves and losing RCS control of the 

spacecraft; however, the MCC data had gone static by that time and the 

Hawaii site had brought down their carrier. At this time, it is estim­

ated that the AGS select command was transmitted at approximately 12 

seconds after Hawaii site LOS and was not received by the spacecraft. 

The RKV site acquired the spacecraft approximately 45 seconds after 

Hawaii LOS and about 15 seconds prior to the time that the ascent feed 

valves closed. Immediately upon the closing of the ascent f eed valves, 

the RCS A and B systems pressures within the manifolds went to near 

zero and spacecraft rates increased to values greater than 25 degrees 

per second. Fortunately during this period of time, the RKV still re­

tained telemetry lock. The pitch and roll rate indications were reading 

off scale hig;h, and the spacecraft had gone into gimbal lock. Gimbal 

lock occurred at approximately 07:48:00 GET. Immediately prior to gimbal 
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lock, .pitch attitude was 260 degrees, roll 100, and yaw 103 degrees. 

TCP dropped off and the Al?S fuel and Ox inlet pressures were reading 75 

and 25 psi respectively, indicating that we had actually accomplished 

the Al?S fuel depletion test. GYM data was acquired at approximately 

07:51:00 GET. Spacecraft systems status, based on the Gueymas telemetry 

data indicated we had depleted both RCS A and B systems as well as our 

APS propellant. The Gueymas data was solid for approximately 60 seconds. 

Final LOS occurred at approximately 07:52:15 GET, and we immediately 

initiated command planning for the Hawaii acquisition on the following 

revolution if we should see the spacecraft. However, at that time it 

was my belief that we would not see the spacecraft again. The initial 

attitudes at the beginning .Qf the burn were essentially retrograde. 

There was a possibility that due to the loss of attitude control during 

the burn, the thrust vector orientation might be such that we would not 

reenter. It may be noted that UHF receiver signal strength during the 

period of time after loss of attitude control was excellent. With 

apparent C-band LOS during the maneuver, we instructed all sites to go 

to a skin-track mode. There was no C-band acquisition after the com­

pletion of the maneuver, and the EECOM advised that due to the rates 

we possibly might have indications that we had lost the C-band beacon 

and would be unable to track it. Maximum elevation angle during the 

Gueymas pass was approximately one degree. We had only two tracking 

sites at this time, Pretoria and Hawaii, that would be able to track 

during the next several revolutions. The Blue Team then assumed shift 

duties; however, they were unable to acquire the spacecraft. 



In addition to my comments relative to premission operations, there 

are three subjects that have not been su:f'ficiently covered so f ar . These 

items reflect upon many of our r eal-time dec isions and should be discussed . 

1. RCS System Operations. Throughout t he entire preroission pr epar ­

ation period, much of our work in the developnent of mission rules and 

flight control procedures was devoted to the RCS System management. 

Special attention was devoted to this system due t o the f ollowi ng items : 

a. Mal.function history of Parker valves. 

b. Significance of RCS-DAP inter face. 

c. Flexibility of the systems . 

d. Gemini thruster problems. 

Therefore, when we developed high usage rates due to t he mass error, we 

were able to isolate a system, later use the crossfeeds , and finally 

use ascent feeds when necessary with complete confidence i n the procedures 

and system response. In large part, this system confidence was due t o the 

outstanding cooperation and assistance of Mr. W. Karakulko (PPD-Auxi l i ary 

Propulsion) in the developnent of the operating const raints and procedures 

for this system. Mr. Karakul.kc's confidence in hi s system was a key item 

in the flight control team's activity during that last revolution, for we 

were able to use _pre-established procedures that had been completely re­

viewed and that we were confident would work. Thus, we were able to devote 

the majority of our time and attention to the other probl ems that faced us. 

2. Mission Objective Priorities. In a similar fashion, Mr. w. 

McKenzie participated 1n allot the flight control premission activity. 

He was f'ully aware of .all of the operational constraints as wel l as the 

priorities and details of the ob j ectives. His work with us premission 

· brought every flight controller into a detailed awareness of the mission 

objectives. The alternate missions were developed to provide t he maxi-



mum obj_ectives consistent with the system or trajectory capability. 

During the entire plus time of the IM-1 Mission, it was again apparent 

that this interface had paid off, for in all cases, the team consistently 

planned for maximum objectives, yet also maintained a "safet y valve" for 

the backup. It is unfortunate that the prime alternates could never be 

implemented, and in all cases, we selected the backup. Again it was with 

confidence that the backup plans were utilized, for we believed that, if 

successful, we would satisfy the "man rating" requirement desired from 

IM-1. 

3. Simulation Operations. There are two significant aspects of the 

simulation operations: the quality of the IM-1 math model . and t he excel­

lence of the Sim Ops personnel led by G. Griffith. 

The IM-1 model was consistently improving throughout the training 

period; the time spent on the system was about 9Cfl/o of that scheduled ; and 

all of the scheduled time was productive. This model should be an excellent 

generic base for future IM models. 

The Sim Ops personnel had followed us through every step of mission 

development. Their thought-provoking simulations caused the redefinition 

of many of our rules and procedures and gave us confidence in the others. 

Most of all, they taught us the necessity for precision planning for each 

pass, as well as the developnent of "f ail safe" procedures. Through 

their gradual escalation of the pressure during the simulations (most sims 

were 10-12 hours) we learned to work for sustained periods and yet maintain 

a consistent quality of effort. 

The final comment pertinent to this report is relative to the IM Opera­

tions Team itself. 



The.team performance during the real t:iJD.e portion of the mission was 

excellent. It was truly a pleasure to be associated with this team 

during the many months of preparation that culminated in team readiness, 

allowing us to hand.le the many problems that faced us. I believe all 

personnel felt both a sense of accomplishment as well as one of dis­

satisfaction when the mission was concluded at T+8 hours. We recognized 

that we had accomplished the minimum requirements, but had been unable 

to regain LGC control for the APS 2 burn. The latter was difficult to 

accept, especially since we came so close. 

For a long time we spoke of the Flight Control Team, but this was too 

parochial, and we coined the term "IM Operations Team" to include all 

personnel from all areas that contributed to this mission. This was 

truly a total effort, and only in this way could we have been successful. 

~eneF, 
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1.0 Preface 

The Apollo 5 (AS-2o4/LM-l) Mission, launched from Kennedy Space 
Center Complex 37 on January 22, 1968, was controlled from the Mission 
Control Center - Houston (MCC-H) at the Manned Spacecraft Center, 
Houston, Texas. This report is primarily concerned with countdown 
and real time mission activities. Those premission activities which 
directly affected the conduct of the mission will be discussed briefly. 

Those portions of the report concerning mission control are based 
solely on real time observations. They may or may not agree with post 
mission data reduction. 
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2.0 Premission Problem Areas 

a. Documentation 

(1) Flight Control Operations Handbook (FCOH) 

Following the Apollo 2o4 accident, all areas of operations, 
including operational documentation, were subjected to detailed review 
by an FOD Safety Panel, and many changes were recommended. One of the 
areas most drastically affected was the FCOH. This was especially true 
for the content of that document. All procedures implemented by a 
single console were to be deleted. In an effort to conform to this 
guideline many procedures were deleted, or were not documented, without 
adequate alternate documentation. One example of this was t he Reaction 
Control System contingency procedures. Another was the DCS patching 
test. These particular procedures were reinstated prior to the mission. 

(2) Operational Trajectory ( OT) 

The Operational Tra j ectory was extremely late in publication. 
It was not generally available to all flight controllers even during 
the mission. There were extenuating circumstances, such as last minute 
changes of targets, etc., but it is still a valuable document for mission 
planning. I am sure portions of it were available much earlier, and 
should have been published in parts, if necessary. 

(3) Flight Mission Rules 

The Flight Mission Rules were being updated even after lift­
off. The data for these revisions was available earlier, but was not 
made available. This indicates inadequate review by those responsible. 

There was also much confusion over revisions. This was 
caused primarily because unsigned review copies were distributed for use 
during simulations, and the personnel receiving them assumed t hem to be 
advance distribution of the formal revision. In the future each page of 
such review copies should be clearly marked as such. It should be pointed 
out that if proper use had been made of the Mission Rules Change forms 
such preliminary copies would not have been necessary. Instead of sub­
mitting changes as soon as the need was recognized, there was a tendency 
to hold them until a formal review had been scheduled. This normally 
occurred immediately prior to simulations. 

(4) Launch Mission Rules 

The Launch Mission Rules for this mission were very poorly 
handled. It was nearly impossible to update them, or to insure that 
updates had been coordinated. This was caused, in part, by two reorganizations; 
one at the Manned Spacecraft Center, and one at the Kennedy Space Center. 
In both instances responsibility for parts of this document were passed 
to other elements of the same organization. 



A second factor in this problem was the late promulgation 
of imput due dates by KSC. On at least two occasions the input schedule 
was revised after inputs had been made. This caused confusion as to 
exactly what had and had not been changed. It is felt that KSC should 
have published revisions to the preliminary document, if they did not 
desire to publish the final. 

A third problem area in this document was the establishment 
of redlines and mandatory items. This item can be further subdivided 
into three elements: 

(a) Responsibility for the establishment of redlines was 
not clearly defined at MSC . It has since been determined that only 
those redlines to which both ASPO and FOD agree will be submitted to 
KSC, A further improvement which could be made would be to make use of 
the Mission Staff Engineer for all such coordination. 

(b) The problem of the definition of mandatory items 
centered about the termination of mandatory requirements. This is being 
taken care of by the establishment of a third column in the LMRD, It 
will be used to note those items which are required f or evaluation of 
detailed test objectives as opposed to inflight data requirements. All 
such Detailed Test Objective mandatory items will revert to highly 
desirable after automatic launch sequence start, unless specifically 
designated as effective to a later time. 

(c) The third problem area was the value of redlines. 
It was previously the practiue to state redlines as absolute values 
defined by the operating limits of the system, or values showing an 
operational system. When the KSC added on instrumentation and display 
tolerances to insure these were not exceeded, some parameters would 
have been no-go when operating normally. Redlines are now stated in 
KSC display values. This requires that ASPO be aware of all KSC display 
limitations, and be willing to accept some risk in assessing redlines 
based upon them. This should be further evaluated. 

(5) Operations Checkout Procedures 

Most defficiencies in the area of Operations Checkout 
Procedures can probably be attributed to the fact that this was a 
"first-of-a-kind" vehicle, and a new contractor was involved. Generally 
speaking the launch vehicle procedures were no problem. Spacecraft 
procedures, however, are another matter. Seldom did MSC inputs get 
into the document in the way they were stated even after the third or 
fourth iteration. This was true even after visits were made by the 
flight controllers for the specific purpose of coordination. 

Realizing that deviations cannot be avoided, Operations 
Directive 26 notwithstanding, a better method of getting them into the 
hands of the flight controllers must be found. On one occasion the 
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procedures for a test were received after the tes t had been run because 
bad weather had caused the aircraft carrying them to be diverted to 
Los Angeles. Those deviations made immediately prior to tests, or 
during them, were not all passed to the MCC-H, On at least one occasion 
one of the deviations required the Flight Director's concurrence prior 
to taking action. Those deviations transmitted by LDX were generally 
illegible scrawled. During the CDDT there were several lengthy deviations 
which had to be passed by voice because KSC did not have an LDX operator 
on duty. One of these deviations was a series of MCC-H commands to the 
LGC, 

(6) Transmission of Documentation Between KSC and MCC-H 

As noted in the previous paragraph there was a problem 
in getting data from KSC to MCC-H. There was a similar problem in 
getting data from MCC-H to KSC. This was especially a problem in 
sending Flight and Launch Mission Rules updates t o the Program Director 
and the Mission Director. It is recommended that we consider making 
the LDX a two way system for future missions. 

(7) Network Operations Directive (NOD) and Mission Supplements 

FCD was unable to support the NOD review and input cycle 
because of late delivery of review copies. Our inputs were made to 
FSD (Network Controller) within a week of receipt of them. 

Other than the usual duplication of material in the NOD 
and the FCOH, and the usual resulting confusion when there were apparent 
conflicts, the AFD did not peTsonally note any ma jor defficienc ies . 
Judging by remote/remoted sites Queries and RIC's; however, there was much 
to be desired in the instrumentation area, particularly in the unified 
S-Band and telemetry patching areas. (Refer to the Operations and 
Procedures Officer's report for a breakdown of ISI's and RIC's written 
against specific sections.) 

b. Pad Safety 

The MCC-H became deeply involved in pad safety problems from a 
command safety viewpoint. Because of the unique configuration of the 
spacecraft (all systems armed during the countdown, without the normal 
launch vehicle interlocks) it was necessary to impose more restrictive 
command system control procedures than normally required. Attachment 1 
provides a brief summary. of MCC support of pad safety . 



J.O Training 

Reference the Operations and Procedures Officer's report for 
mission training. 

4.0 MCC Pad Support 
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This section will be restricted to those significant problems in 
ground support which were detected during the pad test cycle. Detailed 
descriptions of vehicle systems problems will not be discussed unless 
they require a change in support procedures or software. The CDDT will 
not be discussed here. It is covered in more detail in Section 5.0, 
Mission Support, since it was really a part of the LM countdown. 

4.1 Launch Vehicle MCC Interface Test 1 (LV SIT 1) 

a. LV SIT 1, Phase 1 

The Launch Vehicle SIT 1 was run on November 29, 1967. The 
initial problem was that no one really knew what the T-0 for the pad 
test was. Network had a T-0 for the end of the support count. Some 
people thought T-0 for the test was our first support. Others were 
using T-0 for the simulated mission liftoff. This caused the BSE SSR 
personnel to be an hour late for support. This caused no real problem, 
however, since the pad was not on schedule. We started using a "Support 
011 , and 11 0n Station" time and noted the first support on subsequent 
schedules. 

Delays were experienced due to improper configuration of the 
CIF. Improper program decks were loaded. Initially, there was no 
input to the MCC ETR clock, then the clock readouts did not agree 
with KSC. The problem was isolated to the CIF. 

BSE experienced command panel light logic problems. He could 
not precondition or select either the Setup or CMD mode; however, RTC 
verified proper operation based on his HSP outputs. Resolution of this 
problem was procedural control of the number of TM parameters CCATS/TIC 
had called up simultaneously. It was believed the TM readouts were 
loading CCATS and not permitting DDD updates to the BSE command panel. 

Several procedural problems were noted which caused delays, 
most of which were support and software, indicating poor preparation 
prior to testing. 

BSE transmitted a LH2 vent command and received a S/C reject 
although KSC verified receipt of command. BSE retransmitted and all 
indications were normal. Receiving S/C rejects and at the same time 
having confirmation that the commands were received by the S/C occurred 
several times. The problem was later isolated to the 642B command 
computer/PCM ground station interface and was corrected. No further 
discussion will be made on this problem although it was encountered in 
later tests before corrective action was taken. 
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b. LV SIT 1, Phase 2 

BSE reported losing data at one point and CCATS reported solid 
data. BSE was utilizing SLV time in time base and GRR clocks on MSK 
1405 and 1409 which stopped counting. However, MSK 1401 clocks were 
updating and all other data appeared to be processing normally. This 
was not resolved. 

A 642B cozmnand history problem was encountered. Several 
histories requested that contained erroneous data and also data omission. 
Also, one End-of-File was ignored during command history printouts. 
Several hardware checks were made and the tape was changed; however, 
this did not correct the problem and it was left open. The DCS 1218 
11Red11 program was utilized for command histories. 

4.2 LM-1 MCC Interface Test 1 (LM-1 SIT 1) 

The LM-1 SIT 1 test was conducted on December 6, 1967. 

a. LM-1, SIT, Phase 1 

KSC briefed MCC on a PCA prime relay failure (End Stop 0/R) 
and noted that a request had been made to replace the LM-1 PCA with 
one from LM-2. This affected the LGC and PRA Eng. Stop 0/R function 
and not the RTC capability. 

Twice during KSC's loading of K-Start tape to prepare the LGC 
for GRR, the LGC switched to AGS. MCC was requested to transmit the 
PNGS Select (41B) RTC. No resolution. 

b. LM-1, SIT 1, Phase 2 

A special interface test was conducted between the RKV and the 
LM-1 S/C. Primary objectives of this test were to determine the phase 
error and frequency deviation thresholds of the UHF cozmnand system. 
The results were as follows: 

(1) With a signal strength of -70 dbm, the LM-1 will accept 
cozmnands with up to, but not including, phase differences of +35 and 
-38 microseconds between the 1 and 2 KC signals. 

(2) With zero 1 and 2 KC phase difference, LM-1 will accept 
commands with carrier deviations from JO to 70 KHZ. 

4.3 Space Vehicle Overall Test (Plugs-Out) 

The Plugs-Out Test was conducted on December 15, 1967. There 
were no significant MCC problems noted during this test. Several 
hardware problems at KSC delayed testing periodically. Several times, 
data inconsistencies were noted such as MAPS after the cozmnand system 
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was 11 s·AFE11 ; the MAPS were not confirmed by KSC. Also, ED ARM and 
STAGE RELAY ARM A and Bevent lights had spurious inputs. These 
were attributed to MCC input patching problems. A glycol pump switch­
over was noted. Later, it was discovered that official documentation 
had deleted the measurement (GW 5158); however, the measurement remained 
valid. GNC reported the DPS throttle pulsing (GQ 6806) and a delay of 
18 seconds to reach maximum throttle. Normally, the delay is 1 second. 
Later, it was determined that KSC was conducting a calibration run 
which accounted for the delayed pulsing. 

4.4 Launch Vehicle MCC Interface Test (LV SIT 2) 

LV SIT 2 was conducted on December 19 and 20, 1967. The total 
test was scheduled to be completed on December 19, but MILA FRW-2 
transmitter problems precluded conducting Phase 1 until December 20. 
No significant support or procedural problems were encountered except 
as noted on the FRW-2. 

4.5 LM-1 MCC Interface Test (LM-1 SIT 2) 

The LM-1 SIT 2 was conducted on December 27, 1967. 

Phase I testing commenced at ll:00:00 GMT and was completed at 
16:09:00 GMT. No significant problems were noted with the exception 
of an attempted command execute for PRIME RELAY RESET (34B). The 
command execution was transmitted from the MCC but not received in 
the MILA 642B command computer input buffer. This problem was not 
resolved and was probably rejected due to designed error code pro­
tection against transmission noise, data transfer, etc. No other 
problems were encountered. 

4.6 MCC Support of Flight Readiness Test (FRT) 

The FRT was conducted on December 22, 1967, with a T-0 at 
1600 GMT. 

MCC command support was to commence nominally at T-4:40:00. CVTS 
requested MCC support at T-5:25:00. The Guidance Officer was not 
prepared and MCC comm.and support was delayed approximately 30 minutes 
from T-5:25:00 to T-4:55:00 although still in advance of the nominal 
T-4:40:00. The delay was due to late receipt of several deviations to 
the TCP which impacted the Guidance Officer commands and required 
updating and review before commenting to support of the test. 

At approximately T-00:37:00, the BSE SECTOR DUMP command was 
transmitted and no CRP was received; however, BSE telemetry indicated 
the command was received. BSE transmitted TERMINATE followed by SECTOR 
DUMP again and all indications were normal. This problem was not iso­
lated, but the cause was suspected to be a momentary loss of SLV 
telemetry into the 642B command computer. 
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At 161137 GMT, the count was picked up at T-00:15:00 and continued 
until the recycle time. CVTS reported a problem with the HOLD FIRE/KILL 
sequence which apparently damaged the IU Flight Computer Software. 
Subsequently, CVTS reported that a rerun of the HOLD FIRE/KILL sequence 
would ,not be made. At 171800 GMT, CVTS reported the count would be 
picked up at T-01:00:00 at approximately 181800 GMT. From this time 
through the remainder of the FRT, the AFD position was not manned. 

4.7 General Comments and Recommendations 

Reference paragraph 2.a(5) and 2.a(6) for comments on OCP 
documentation. In addition, MCC support positions contained in the OCP 1 s 
were all identified as HFLT. It is recommended that henceforth the 
support position which is prime to interface with KSC for commanding 
or other active support items be specifically designated. For example, 
HGDO for GUIDANCE, HGNC for GNC, and so forth. This would have 
alleviated some confusion during the SIT's particularly and also 
provided KSC personnel with a means of identifying the specific position 
with whom they are interfacing. 

The ATIWG representative is responsible for providing MCC inputs 
to KSC and also for receiving updates (deviations) from KSC. He 
should also be responsible to provide the necessary technical support 
here and at KSC for transmission and receipt of OCP revisions and 
reproduction, if required. The ATIWG representative should develop 
written procedures for this support to insure that errors in transmissions 
are precluded and timely distribution is made. 

Specific objectives should be specified by the MOCR support 
personnel for each pad test. That is, what portions of a pad test 
do they desire to monitor and whether MOCR and SSR personnel both are 
required or only MOCR personnel. This would preclude to some degree 
overstaffing during portions of pad testing. Also, it would provide 
a means of designing the MCC/Network support count to provide pad data 
when specifically desired by MOCR positions. 

5.0 Mission Support 

5.1 CDDT 

Mission support for the LM-1 mission actually began with the CDDT. 
The spacecraft systems were, for all practical purposes, closed out during 
the CDDT. MCC support started at 06oOZ, January 18, 1968. The follow­
ing is a summary of significant items noted in the AFD log for the CDDT. 



0812z 

110oz 

1131Z 

1152z 

1229Z 

133oz 

1331z 

1351z 

1436z 

151oz 

1533Z 

1538z 

1539Z 

Six spacecraft TCP deviations affecting MCC-H support 
were relayed by voice to the AFD. LDX copies of the 
deviation were transmitted for verification later. 

Picked up the count at T-23:30:30. 

Spacecraft command receivers were turned on. 

Spacecraft command receivers were turned off. It was 
confirmed by telemetry of spacecraft received signal 
strength, MAP pattern, and the setting of alarm 1106 
in the LGC, (The latter was characteristic of LM-1 
only. The DCA output spurious bits to the LGC when 
turned off. ) 

KUNL transmitted a +O.l second update to the LGC to 
compensate for the predicted LGC clock drift prior to 
liftoff, The clock did not respond in the manner in 
jhich KSC expected. The_problem was in the arithmetic 
convention for determining the sign of the update. It 
should have been GMI' - LGCT. KSC used LGCT - GMI'. The 
proper sign was used and the update completed satisfac­
torily. 

PET hangup in CPA, Cleared by recycling . Restored 
by 1337Z, 

Conducted closed loop command checks with CNV, GBI, 
and ANT, Completed by 135oz. 

K-Start tape loaded . One serious problem. KSC had 
assumed that a Verb 36 Enter (Fresh Start) was on the 
beginning of the tape . It was not. As a result, the 
timers were enabled and an L.MP command was left in the 
L.MP history buffer. The status of other portions of 
the LGC was unknown, but believed safe. MCC -H GUIDO 
and Software Support discussed the problem with KGNL, 
The K-Start tape, preceded by a Verb 36 Enter, was 
reloaded at 1418Z, 

Computer Supervisor reported continuous machine checks 
in the MOC. Apparent hardware problem. Switched to 
the DSC, 

Transferred command loads to MILA for EMU update portion 
of the DSKY checks. 

E'TR command carrier on . MILA armed. 

Spacecraft command receivers on . 

EECOM transmitted the DCA self test command. GUIDO 
starting DSKY checks. Completed at 1551Z, During 
the EMU 1 check one more MAP was received than was 
expected according to the TCP. The command system 
was safed at 1546z while investigating the possibility 
of a spurious command. It was confirmed that this was 
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1551:z; 

1556z 

161oz 

1611z 

1623z 

1815z 

1853z 

20o4Z 

2o46z 

203oz 

2153Z 

2206z 

2211Z 

222oz 

2252Z 

233l~z 

2336z 

2339Z 

2342Z 

normal. The EMU load bas an Enter command after the 
data block. KSC was not aware of this and had not 
accounted for it. The same thing occurred in the 
EMU 2 test. 

· command system safed. 

Spacecraft receivers off. 

CVTS reported a possible problem with a VCO in the 
DFI instrumentation. 

MCC-H gave a Go for cabin closeout. 

CVTS reported there would be a 1 hour delay while 
replacing the DFI VCO. 

Completed BDA and RED command and telemetry interface 
tests. 

Received message from GSFC stating that all network 
open items reviewed at the FRR have been corrected 
and that there are no problems which would constrain 
the launch (DTG 18/1845z). 

Restarting MOC and DSC. MOC back on line at 20o8Z. 
DSC had a problem with the restart. DSC back on the 
line at 2037z. 

SLA batteries installed. 

Count jumped to T-12:00:00. 

CP PBT hangup. Cleared by 2155Z by reinitializing. 

CP PBT hangup. CP's recycled. System A on line with 
4 stop tape. System A brought up without 4 Stop tape. 

CP B PBT hangup. Determined to be a hardware problem. 
Both CP's on line at 2257Z, without 4 Stop tape. 

Local IU command carrier up, IU receivers on for KBC 
tests. 

CVTS requested MCC-H status for SLV command checks. 
Estimated ready in 30 to 45 minutes. 

:twCC-H ready to support SLV command checks. 

MILA armed. 

MilA safed. 

IU receivers on. 
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2343Z 

2344Z 

2348Z 

2349Z 

2355Z 

19/OO32Z 

012oz 

020oz 

024oz 

O256Z 

1157Z 

1224Z 

1239Z 

1359Z 

1433Z 

1435Z 

1551Z 

1552Z 

1553Z 

1555Z 

ETR command carrier on. 

MILA armed. 

Launch vehicle command checks. Completed at 2349Z. 

MILA safed. 

ETR command carrier down. 

Possible IU ambient temperature problem. MCC-H BSE 
did not confirm from his data. 

CVTS advised that the launch vehicle is approximately 
1 hour behind, and will probably be behind 2 hours by 
the time the built-i~ hold is reached. MCC-H has no 
further support requirements until T - O3:JO:OO. 

Holding at T - 07:00:00 for replacement of IU battery. 

Both CP•s down for executive routine problem. 

CLTC requested an additional 1 hour hold. 

The launch vehicle experienced a "revert" during the 
8 percent LOX fill. Caused by AGE valve (redundant) 
cycling closed. 

The launch vehicle had another "revert. 11 Not certain 
whether failure was a valve or micro-switch failure. 
Crew sent to the pad to investigate at 12J8Z. 
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EECOM observed a momentary Glycol Low discrete. Confirmed 
by KECL. 

On line CP PBT hangup. Cause unknown. Possible hardware 
problem. 

Experiencing GSFC CP faults. Cause unknown at this time, 
but isolated to one area of the software. 

Started Mission Rules review. 

Count picked up at T - OJ:3O:OO. 

Command system armed, ETR carrier on. 

Spacecraft receivers on. 

Started GUIDO DSKY command checks. Completed at 16O1Z. 



160oz 

i604z 

1605Z 

1606Z 

1812Z 

1906Z 

1945Z 

2215Z 

2231Z 

2326Z 

2350Z 

20/00J8Z 

0047Z 

0049Z 

0055Z 

0057Z 

0102Z 

OlOJZ 

Ol05Z 

0106Z 

0106Z 

GUIDO uplinking accelerometer bias update. (ADIX 
1447/74462). Completed at 160JZ. 

Comm.and system safed. 

Comm.and carrier down. 

Starting :E}fiJ verification. 

Stopped LH2 loading. Indications of free oxygen in 
the SIVB. Apparently false indication. 

Launch vehicle ECS H20 valve is open. ECS circuit 
breakers are open. Personnel going to boatail area 
to reset. 

RCA llOA power supply failure. Personnel sent to the 
pad to investigate. New regulator hooked up. 

KSC lost D/TV data because of a short at the generator. 
MCC-H requested to monitor critical parameters. 

Started SIVB LOX flow. LH2 loading estimated to start 
in 1 hour. 

Holding at T - 00:50:00. Estimated pick up in 1 hour. 

Possible problem in freon boiler flow rate. 

MILA armed. 

Booster comm.and checks. Completed at 0048Z. 

MILA safed. 

Indication of LH2 leak on the service tower. Not 
confirmed by TV. Continuing count. 

Command carrier off for SLV local comm.and checks. 

Comm.and carrier on. MILA armed. 

Momentary hold at T - 00:20:00. 

GUIDO transmitted "ail zeroes" and Error Reset. 

GUIDO transmitted Verb 34 Enter to enable readout 
of LGC error codes. 

PRA sequence VII cued. Compare pulse received. 

12 



O1O7Z 

O1O9Z 

O117Z 

O122Z 

O124Z 

Ol32Z 

O137Z 

O147Z 

O148Z 

Ol48Z 

015oz 

MILA safed. 

Holding at T - 00:20:00 for completion of SIVB LOX 
loading. 

KSC reports Relay Safe light out. (GYO122X System B 
Staging Relay Open). Indication lasted about 5 seconds. 
EECOM did not confirm. No indication during tape 
playback at MCC-H. 

Experienced another glitch on GYO122X System B 
Staging Relay Open. No confirmation from EECOM. 

GUIDO reports that we 'Will have a key release 
when Verb 6 is sent because the Verb 34 Enter was 
not transmitted after completion of the K-Start 
tape, and the LGC has an error code to display, 
and can't access the DSKY. 

AGCS (RCA llOA) is do'W?l. Power supply failure. 
The CDDT is scrubbed. Draining launch vehicle 
propellants. 

Glitch on GYO122X. EECOM does not confirm. 

GUIDO transmitted Verb 34 Enter. 

PRA sequence XVI and Reverse Search transmitted 
to put the PRA at start of tape. 

Command system safed. 

Spacecraft receiver off. MCC-H support terminated. 
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5.2 Countdown 

MCC-H support of the countdown started at 013oz, 22 January, 

1968. At this point, the spacecraft was essentially closed out 

with only final command checks, erasable memory verification, and 

systems monitoring remaining. Most of the countdown activities 

were concerned with launch vehicle preparation. The following is 

a listing of significant countdown activities and status, as con­

densed from the Assistant Flight Director's log, and voice record­

ings from the AFD console. 

Time Description 

0136oOZ Local IU command carrier and IU receiver/decoder 
coming on. 

013800Z Recycling CP•s. Standby OP went down with an 
executive buf'fer fault. ETO 15 minutes. 

01390oz MOC and DSC down to load "day zero." 

01540oz IU receivers on, proceeding with functional test. 

015500Z Starting CASTS/CASRS test. 

015800Z MOC and DSC up. 

02100oz SPAN reported that a discrepancy in DPS supercritical 
helium pressure noted prior to picking up support was 
due to data flow test data being mistaken for valid 
data. There is no readout discrepancy. 

0226oOZ BSE site selected to MILA. 

022700Z MILA armed, ETR carrier coming on. 

022800Z CLTC estimates 10 minutes for command check pickup. 
MILA sated. 

02320oz BSE deselected. 
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O233OOZ CLTC reports that he is unable to run the IU receiver 
functional checks with the ETR carrier up. ETR 
carrier coming down. 

O237OOZ IU functional checks completed. 

O238OOZ BSE site selected to MILA, MILA armed. ETR carrier 
coming up. 

O241O1Z BSE attempted initiation of Single Word Dump command 
while in Setup. 

O24124Z Single Word Dump transmitted and verified. 

O24136Z Sector Dump transmitted and verified. 

O242OOZ MILA safed. 

O243OOZ IU receiver/decoder off. ETR carrier coming down. 

O359OOZ ETR carrier failed over to backup transmitter during 
the DSRC checks. 

O4O2OOZ ETR carrier failed to secondary transmitter again. 

04330oz ETR carriers brought down for trouble shooting. All 
vehicle receivers are off. SRO advised that carrier 
would be coming up and down periodically during the 
tests. 

04450oz ETR transmitter number 1 now checks satisfactorily, 
problem was bad verification receiver. (Report of 
cause not received until O6OOZ.) 

O74OOOZ REDSTONE telemetry computer is Red. ETO unknown. 
(This item continues throughout the mission and 
will not be noted again. MCC-H elected to precede 
with the mission. REDSTONE will load either the 
command or telemetry program as directed prepass.) 

O845OOZ Start SLA closeout. 

09300oz Start 6-hour built-in hold at T - 03:30:00. 

O94OOOZ SGS constants transmitted to remote sites. 

1O13OOZ DSC being loaded with ORACT program. 

1O17OOZ Possible problem in Hardcopy system A is down. 
the video switching matrix. 
MOCR positions except Network 
Bis available to the SSR 1 s. 

No ETO. Affects all 
Controlller. System 
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105700Z Start ORACT testing. Pad data will be lost for 
approximately 3 hours during ORACT. 

lll200Z Ha.rdcopy system A is green. 

130300Z Started LOX system preparations. 

132300Z Switched CP's to trouble shoot possible problem. 

133000Z Discussion with CVTS on Liftoff report on Black 2. 
(Used as a cue for sending backup GRR command to 
the LGC.) CVTS had intended to announce liftoff 
at approximately T + 5 seconds. It was pointed out 
that this is much too late. Two commands, 5 Enter, 
must be sent prior to T + 10 seconds. CVTS agreed 
to make the announcement by T + 3 seconds. This is 
marginal, but acceptable. 

14000oz Having problems with GIM timing. 
updates on the day of the month. 
rejection of GIM summaries. 

Intermittent 
Will cause possible 

14050oz Starting FIDO trajectory run. Completed at 1427Z. 

145000Z KSTC reported that all mandatory measurements, except 
GB0522 (DFI measurement, one of two mandatory), are 
green. 

150300Z Clearing pad. 

151200Z Recycling MOC and DSC into prelaunch. Completed by 
1517Z. 

152100Z Confirmed that MILA is safed, all consoles deselected, 
all consoles in setup, and that flight controllers 
are ready for ~ammand support. 

153000Z Picked up the count at T - 03:30:00. 

153100Z Internal command checklist completed. 

153158Z MILA armed. 

153252Z ETR command carrier is on. 

153412Z Spacecraft command receiver is on. 

153517Z DOA Self-Test transmitted. 

153528Z LGC cleanup ~ammandl'I being transmitted. (All zeros, 
Verb 34 Enter). Completed by 153606Z. 

153617Z Start DSKY command checks. Completed at 154058Z. 
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154122Z MILA eafed, all consoles deselected and in setup. 

154320Z Local spacecraft command transmitter is on. 

154320Z ETR command carrier down. Starting EMU load and 
verification. 

162357Z EMU verification complete. ETR carrier up, MIT.A 
armed. GUIDO transmitting Verb 34 Enter to clear 
DSKY for display of error codes. Completed at 
162420Z. MILA safed and ETR carrier brought down. 

163700Z Holding at T - 02:30:00 for GSE problem. Freon 
boiler had an increase in outlet pressure and 
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a decrease in flow rate. Shortly afterward, it 
returned to normal. Spacecraft glycol and PIPA 
CAL MOD Tempe. confirmed problem. Problem isolated 
to one rack of freon equipment at 1752Z and replaced. 
CVTS reported that it would take the launch vehicle 
approximately 1 hour to get back to the T - 02:30:00 
point, because of LOX replenishment. 

180100Z Clearing pad. 

180700Z Starting LOX flow. 

180910Z Starting ETR command checks. Completed at l8l4Z. 
Checks are go. 

193300Z Pad is having problems with launch vehicle data. 
Appears to be an AGCS (RCA llOA) power supply 
problem. ETO 1945Z. 

201100Z Estimated pickup in 15 minutes. AGCS power supply 
replaced. 

203600Z Cutting a type B restart tape in the RTCC. Completed 
at 2038Z. 

20410oz ETR command carrier coming up for ELSIE and EGADS 
checks. Confirmed that MILA is safed. 

20450oz Setting up for FIDO confidence run. T - O will be 
2058Z. 

20490oz Flight Director raised CYI command and telemetry 
categories to mandatory until REDSTONE telemetry 
computer problems are resolved. 

205800Z Running FIDO confidence run. Run completed at 
2112Z. The IP computer faulted during the run. 
No reason. Teet was re-run with no problem. 



210700Z Texas FRW2-A is red for a defective modulator. ETO 
1 hour. 
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211200Z · REDSTONE telemetry computer is up and cycling. M&O 
reports that he has some small degree of confidence. 
(Telemetry computer faulted again at approximately 2139Z, 
and remained red until after liftoff, near the end of 
REDSTONE 1 s passes.) 

212200Z LOM reported that the preferred hold points from now 
on were T - 50:00, 40:00, and 20:00. 

212500Z Confirmed that CVTS will make the liftoff callout 
on Black 2 by T + 3 seconds. 

212700Z Con.firmed that all consoles are deselected, in setup, 
and that MILA is safed. 

213400Z Verified that consoles were preconditioned in 
accordance with Attachment 2 to the Overall Countdow. 
The following changes were made to the list: 

BSE - Added Switch Selector Command 3, 
Auxiliary Hydraulic Pump Flight 
Mode Off. 

GNC - Added Prime Relay Reset (34B). 

214300Z CVTS requested MCC-H status for terminal count, 
approximately 10 minutes early. Launch vehicle 
is ahead of the count. 

215900Z· MILA armed, BSE site selected to MILA. Gave CVTS 
a go for command checks. 

220JOOZ BSE reports that the IU receiver/decoder is on. No 
report from CVTS. ETR carrier is on. 

220500Z LM on internal power and go. 

220539Z Single Word Dump transmitted and verified. 

220609Z Sector Dump transmitted and verified. 

220646Z MILA safed. BSE deselected and in setup. 

22120oz Gave CVTS go for SIVB chilldow. 
telemetry computer was still red. 
loaded in the command computer.) 

(REDSTONE 
Command program 
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22O5OOZ GUIDO transmitted LGC clean-up commands (all zeros, 
Verb 34 Enter). Completed at 222131Z. 

222153Z Transmitting EMU update to enable auto GRR in the LGC 
(1.1 g's). Completed at 222439Z. 

222457Z Cuing PRA Sequence VII. Completed at 222457Z. 
Compare pulse received. 

2225OOZ MILA sa.fed. 

2226OOZ All consoles in setup. GUIDO and GNC site-selected 
to MILA. 

2228OOZ CLTC reported a glitch in IU power at first switch 
to internal power. Possible inverter problem. Cut­
off will be requested if observed again at T - 28 
seconds. 

2232OOZ ~/MSFN voice and status checks. All go. 

2233OOZ Flight Director gave KSTC a clear to stop monitoring 
GF9998U, Glycol Temp., at T - 03:43 (Auto Launch 
Sequence Start). 

2242OOZ All consoles site-selected to MILA. 

224232Z MILA armed. 

2243O6Z GUIDO transmitting Verb 6. Completed at 224314Z. 

224332Z Prime Relay Off (35B) transmitted and verified. KSTC 
confirmed function. 

224526Z Automatic Launch Sequence Start (T - 02:43). No 
problems in the automatic launch sequence. No 
IU power glitch at final switch to internal power. 
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5.3 Plus Time Operations 

Lif'toff occurred at 22:48:09Z on 22 January, 1968. The following 
paragraphs are a summary of the mission as observed from the AFD's con­
sole. All data, .except were specifically noted, is based on real time 
observations as noted in the AFD console log, console voice recordings, 
and command histories. All times are given in Ground Elapsed Time (GET) 
unless noted otherwise. 

5.3.1 Launch Through Canary Islands LOS 

Liftoff occurred at 22:48:09Z- All vehicles were in a 
nominal configuration and GO at launch. Data delays precluded the 
Guidance Officer from seeing the spacecraft Guidance Reference Release. 
He transmitted the remainder of the backup GRR commands, the keycodes 
for 5 and Enter (at 00:00:06 and 00:00:07 respectively). 

The Max q region was reached at 00:01:18. All systems 
were GO at the 00:02:00 pre-staging status check. The Retrofire Officer 
reported receipt of PRA Clock and Compare Pulses at 00:02:15 , These 
were apparently caused by telemetry dropouts. 

The Booster Systems Engineer reported Inboard Engine Cut­
off, followed shortly by Outboard Engine Cutoff at 00:02:20. J-2 
Ignition was reported at 00:02:34, 

The LM ECS water valves opened at 00:03:00 as programmed. 
All systems were GO at the four minute status check. EECOM reported 
that the cabin had stabilized at 5.5 PSIA at OO:o4:30, 

At 00:05:00 the REDSTONE reported that their telemetry data 
processor would not stay up. The command computer was up and all 
other systems were green. 

All systems were GO at the six minute status check. At 
00:07:20, the start of the Fixed Time Abort region, command was handed 
over to Bermuda. At 00:07:45 the Booster Systems Engineer reported 
Step Press. 

All systems were GO at the eight minute status check. At 
00:09:05 the Booster Systems Engineer reported nominal engine mixture 
ratio, At 00:09:10 the Guidance Officer reported a predicted cutoff 
of 00:09:59, Actual cutoff occurred at 00:09:57, The vehicle was in­
serted into an 87 by 119 nautical mile orbit. 

The launch vehicle post-cutoff vents were as programmed, and 
all launch vehicle and spacecraft systems were GO. The Range Safety 
Officer safed the S-IVB at 00:10:42. 



The Booster Systems Engineer reported Nose Cap Jettison at 
00:10:54, He reported a leak in the ECS GN2 sphere, measurement D25-60l, 
at 00:14:00, This was later confirmed at Canary Islands. There was, 
however, no lifetime constraint on the primary mission. 

At 00:16:00 EECOM reported that the maximum launch phase 
battery currents were 65 amps. This had occurred at 00:02 :00. The 
maximum prelaunch currents were 58 amps. 

Canary Islands acquired telemetry on both vehicle s at 
00:16:59, Deployment of the SLA panels was not observed at 00:19 :58, 
when programmed (only the physical monitor, not the deploy relays, are 
on the HSD format). It was still unconfirmed at 00:21: 14 and the 
Booster Systems Engineer sent the command at that time . Command verifi ­
cation was received, but there was still no telemetry confirmation of 
the event. At this time the Guidance Officer reported that the S-IVB 
was picking up attitude errors. The Booster Systems Engineer confirmed 
that the error was approximately one degree, which is within the dead­
band. SLA deploy was not verified by Canary Islands LOS at 00:24 :20. 

5.3.2 Canary Islands LOS through LM/SLA Separation 

Prior to Canary Islands LOS the Booster Systems Engineer 
had requested a TM station readout of the SLA panel physical monitor 
discrete. At 00:25:37 it was reported that there was a "l" in that 
bit position, indicating that the panels had deployed. It was later 
learned that the wrong measurement number had been given to the Mand o, 
and that the measurement readout was SLA Deploy Relay A, not the SLA 
deploy phsical monitor discrete. Attempts to verify this function by 
tape playback at Canaries proved unsuccessful. 

The Coastal Sentry Quebec (CSQ) acquired IU telemetry at 
00:48:00, They were able to confirm both SLA Deploy Relay A and B had 
actuated, but that the SLA deploy physical monitor discrete was not 
set. Based on the two out of three indications, the Flight Director 
elected not to call a NO-GO for separation. Pre-mission discussion 
had lead to the conclusion that the physical monitor was a positive 
indication of panel status if the discrete was set. 

The CSQ was reporting intermittent LM telemetry from the 
LM at 00:48:48. At 00:49:11 telemetry from both vehicles was reported 
as intermittent. (Later during the mission the CSQ CAPC OM reported 
that part of the telemetry problem was apparently caused, in part, by 
RFI from the ship's ground cormnunications equipment . The Brave tele­
type channel was turned down during acquisition to alleviate the problem. ) 

At 00:50:01 the CSQ reported that the count ers were disabled 
and they still had intermittent sync. Mission Phase 7, Program 14 was 
confirmed at 00:50:23:00, The RCS pressurization sequence was nominal. 
CSQ reported ED Arm at 00:54:00, and RCS pressurization completed at 
00:50:52. 
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At 00:51:26 CSQ reported that GEI' lead by 1 second. This 
was not c·onfirmed by MCC-H display of Delta LGCT at Carnarvon (CRO), 

Carnarvon acquired telemetry at 00:51:47, CSQ brought their 
command carrier · down and gave a GO for separation at 00:52:00, CRO 
also confirmed that both SLA deploy relays had actuated. At 00:52:47 
EECOM and GNC gave a GO for separation. The separation sequence was 
nominal, with LM/SLA separation occurring at 00:53:54 (23:42:03Z). 
Rates were reported as steady, with little RCS attitude. The maneuver 
to cold soak attitude was good. CRO noted that UHF received signal 
strength started out at - 87 dbm immediately a:rter separation, and 
appeared to be decreasing throughout the pass. The reading was 30 
PCM counts (approximately - 100 dpm) at LOS, CRO also reported that 
their S-Ba.nd data was not as good as VHF telemetry. 

CRO reported that RCS A seemed to be depleting somewhat faster 
than system B, It was later confirmed that there was a four percent 
low bias in the system A quantity measurement. GNC felt that the 
sensor was a little erratic. 

The Guidance Officer reported that the timers were l oaded 
and counting at 00:57:02, HSD format number 2 was selected t o give 
the Booster Systems Engineer data. The S-IVB venting was normal. 

A procedural tape playback was executed after CRO LOS to 
review the separation sequence, and to evaluate S-Ba.nd data in the 
low power mode. S-Ba.nd data was confirmed as good, but not as good 
as VHF, S-Ba.nd received signal strength was approximately - 98 dbm. 

5.3.3 Carnarvon LOS through end of Revolution 1 

At 01:16:30 the BSE reported that the Tananarive tape dump 
had started 2 minutes and 30 seconds early and terminated 3 minutes and 
16 seconds early. Later; however, Tananarive reported that the report 
was in error. What they had observed was data dropouts. The dump 
actually started 1 minute l2 seconds early and ended 8 seconds late. 
This is within tolerance. 

Upon completion of the Carnarvon playback, generation of 
the command plan for the CONUS pass was started. Since there had been 
no anomalies to hhis point, other than the varying UHF received signal 
strength, the only commands required were the procedural commands for 
switching to the secondary S-Ba.nd system to get into the high power 
mode, and the LMP commands for insuring that the RCS crossfeed valves 
were closed. The flight controllers were requested to review and concur 
in the plan. 
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The Flight Director reminded all personnel that the REDSTONE 
telemetry computer was still not reliable, and that all command activity 
should be completed prior to BerlID.lda LOS. It was then decided that we 
would prefer to have the telemetry program loaded into the command com­
puter at the REDSTONE, if this would not interfere with their trouble 
shooting. The flight controllers were advised that we would receive 
format 2, and the Network Controller was requested to inform the REDSTONE, 



The RKV acquired the LM at approximately 01:28:16. lIBF re­
ceived signal strength was fluctuating around -65 dbm. It should be 
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noted that throughout the mission the RKV was the only MSFN site with 
consistently solid . telemetry and command capability (The latter being 
based on UHF received signal strength). The CAPCOM reported that all 
clocks were in sync. GT0993E, S-Band Transmitter Power Out, was reported 
as erratic, and reading about 46 PCM counts. Since this measurement 
was known to be erratic pre-mission, EECOM informed the Flight Director 
that it was good. The RKV also reported reception of intermittent booster 
data. 

At approximately 01:29:00 Guayma.s acquired LM data. The 
systems engineers reported that the vehicle looked good . Glycol tempera­
ture was reading 42.6 degrees. The lIBF received signal strength was 
observed to drop to about -95 to -100 dbm at RKV LOS minus 1 minute. 

At 01:31:20 Guayma.s reported that the IU signal was fading 
from the vehicle. Houston TM confirmed that the data received was very 
noisy. 

Texas data was acquired at 01:32:00, All systems were GO 
based on Texas data. At 01:32:24 the Flight Director informed the RKV 
that Houston was prime for command, and the RKV brought their command 
carrier down. Texas was slow in bringing up their command carrier. 
It was not up until 01:32:54, When the carrier came up signal strength 
was good, and EECOM started the S-Band command sequence. The primary 
S-Band Off command, 30A, was sent at 01:33:12. Secondary S-Band On, 
R~ 20A, was transmitted at 01:33:28. 

Following the switching of S-Band systems, GUIDO started the 
command sequence to close the RCS crossfeed valves (LMP 376 load 2502) 

. at 01:34:17, The final command was transmitted at 01:35 :35 , Refer to 
the Command Support Position's report for the specific time of each 
command in the sequence. At completion of the close command GNC reported 
that he had a crossfeed valve open indication that he had not seen prior 
to the command. This caused some momentary concern until it was remembered 
that the instrumentation for all RCS valves was not reliable until power 
was removed from the coils. GNC; however, did not concur with this 
explanation initially. He did agree later. 

The Guidance Officer started the crossfeed valve close reset 
commands (LMP 377, load 2602) from Texas at 01:36:01. It was completed 
over MILA at 01:38:19, At that time the proper TM confirmation was received. 

At 01:39:58 the BSE was queried about the Guaymas tape dump. 
The dump had been received, but the site was unable to lock up on the data. 

5.3.4 Revolution 2 

Bermuda acquired data at 01:41:00. BSE reported that we were go 
for the Passivation Experiment and the experiment was enabled. 



,. -.. , 
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REDSTONE acquisition was at approximately 01: 46 :40. Again 
the UHF signal strength was marginal. The Flight Director re quested 
EECOM to evaluate the data available and to t ry to predict the command 
coverage for the burns. The problem appears to be related to attitude. 

At approximately 01:49:50 GNC reported t o SPAN that RCS Quad 
1 temperature was running about 20 degrees higher than the others . 

At 01:51:00 the ME report ed that the SLV APS lifetime was 
predicted to be good 80 08:00:00. 

At 02:05:00 the GNC r eported that RCS sys tem A quant ity and 
usage were nominal. He confirmed t hat there was a four percent l ow 
bias in the quantity readout. 

At 02:15:00 the Flight Director conducted a s ystems sta t us 
, briefing on the GOSS Conference l oop. This procedure had been used 
on only one previous mission. The advantage of doing i t this way as 
opposed to an MCC internal briefing fol lowed by a ne t work summary 
briefing is that the remote site f l ight controllers have the opportunity 
to query the control center personnel as each item is dis cussed. I t 
also insures that the sites are briefed as soon as poss ible, rather 
than innnediately prior to acquisit ion . 

The LM status as sunnnaried during this briefing was as f ollows : 

a. UHF received signal strength is running l ower t han expected. 
Varying between - 61 to - 109 dbm. No explanation other than possible 
attitude affect. 

b. The vehicle is on secondary S-Band data. S- Band data is good . 

c. The RCS crossfeed valve commands were tra nsmitted during 
the CONUS pass. The crossfeed valve open indicat i on was received as l ong 
as power was applied to the valve coil, which i s a known condition . 

d. RCS system A quantity is reading four percent l ow . 

e. water, electrical, and RCS usage rates are normal . 

f. RCS Quad temperatures are as foll ows : 

(1) Quad 1 - 156 degrees 

(2) Quad 2 - 137 degrees 

(3) Quad 3 - 138 degrees 

(4) Quad 4 - 148 degrees 

g. RCS Quad l's high temperature was believed to be caused by 
solar heat soak. 



h. The LGC was performing nominally. 

The S-IVB up to this point had been following a nominal time 
line. The only anomaJ.ies were the ECS G.N2 sphere leak, which had no 
effect on the mission, the poor telemetry received, and the fact that 
the fuel ullage pressure was reading zero. The latter was apparently 
caused by more fuel vaporizing and venting than had been expected. The 
vehicle was Go for the Passivation Experiment, which was enabled. The 
GN2 sphere lifetime was predicted to 05:30:00. 

At about the same time as the briefing was being held the 
Flight Director was informed that the ASPO had determined that the 
APS tank pressures which would require premature APS pressurization 
should be 50 PSIA, rather than the 80 PSIA presently in the mission 
rules. A Mission Instruction message updating mission rule 16-9 to 
the new value was sent to the MSFN. 

At about this time also, the Flight Dynamics Officer reported 
that he had committed to the DPS 1 maneuver. No updates were required. 
Subsequently he started the detailed DPS/FITH/APS sequence planning. 

At 02:21:00 the CSQ reported acquisition of S-IVB telemetry. 
The quality of data was reported as very poor. This continued to at 
least 02:22:25. The M::C BSE acknowledged that this was what had been 
expected, and that the vehicle would be in a better attitude for re­
ception of telemetry at Carnarvon. 

Carnarvon reported acquisition of LM telemetry at 02:24:23, 
and acquisition of both vehicles at 02:24:41. CSQ/CRO command hand­
over was completed at 02:24:56. At 02:25:10 BSE reported that the 
S-IVB was Go. 
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At 02:26:00 both vehicles were Go. Lm telemetry was momentarily 
intermittent. At 02:26:19 Carnarvon reported that the booster was 
showing FCC Burn Mode On (start of passivation). LOX dump initiate was 
reported one second later. At 02:27:41 Carnarvon reported FCC Burn Mode 
Off. LOX dump terminate was reported at 02:28:27. 10 Seconds later 
the LH2 dump started. At 02:29:o4 Carnarvon reported that the Oxidizer 
ullage pressure had not relieved as much as expected. The LH2 dump 
terminated at 02:31:27. Nominal LH2 and LOX venting was reported at 
02:31:51. Attitudes were nominal and steady during passivation. 

At 02:48:25, some three minutes early, Hawaii reported AOS. 
we were; however, unable to sync on the data. Whether this was actual 
acquisition of the signal due to multipath, or whether it was RFI, was 
not determined. Actual Hawaii AOS occurred at 02:51:00. The S-IVB 
cold helium dump was initiated at 02:52:38. The dump sequence was 
nominal. The RKV had acquisition at 02:58:47. The Hawai i command hand­
over went smoothly, and was completed at 02:59:16. 



The RKV reported their initial UHF received signal strength 
as - 105 dbm, LGCT was reported as lagging 1 second with excurs ions 
to 10 seconds, This had not been reported by any other site, and was 
not confirmed at Guaymas. The RKV probably had intermitt ent loss of 
LGC sync. 

The handover from the RKV to Texas was executed at 03:05 :45 , 
UHF signal strength was poor. The EECOM was concerned tha t the signal 
strength calibration curve had shifted . Since we had no command 
problems to this point, he want ed to transmit the DC S Self Test Command 
for verificat ion. EECOM also reported tha t if this were a true reading 
we would have adequate signal strength by 03:09 : 00 , The only planned 
command ac t i vity f or this CONUS pass was the cuing of PRA Sequence V, 
No DPS/FITH/APS to Depletion, which would be required in the event of 
l ifetime constraints or t ra jector y problems after the DPS 1 burn. The 
Flight Director elected t o postpone EECOM's DCA Self Test unt i l after 
the predicted signal strength improvement, immediatel y prior to cuing 
PRA Sequence v. 
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Command handover from Texas to MILA wa s a ccomplished at 03:09 :12 . 
UHF received signal strength was - 106 dbm . EECOM t ransmitted two DCA 
Self Test Commands (03:10:12 and 03:10:26). Spa cecraft Rejects were 
rece ived on both. Flight advised GUIDO that we would not cue PRA Sequence 
V this pass. At 03 :12:58 the UHF received signal strength was up t o 
- 92 dbm and another DCA Self Tes t command was transmitted . Thi s time 
the command was accepted . GUIDO was directed to cue the PRA, This 
was completed by 03:13 :52 , The Compare Pulse was received at 03 :14 :40 . 

5.3 .5 Revolut ion 3 

At 03 :14:49 the BSE reported tha t the LOX vent valve was open . 
The LOX Vent Valve Closed command was transmitted at 03:15 :05 , The 
command was not accepted . Apparently the command was sent after MILA 
LOS and pr ior t o Antigua AOS. 

At this time t he Flight Director instructed the Network 
Controller to have the REDSTONE load the command program in the command 
computer for the next pass. 

The Retrofire Officer reported intermittent PRA Clock and 
compare pulses at 03:25 :03. They were apparently invalid, caused by 
noisy data. REI'RO conducted a clock sync check with the CSQ and Carnarvon 
CAPCOM's a t 03:26:00. 

At 03 :33:30 FIDO reported tha t the DPS 2 burn would not achieve 
propellant depletion . Approximately 1,393 pounds would be left. 

The Flight Director conducted a s t a tus review of the mission 
after Ascension Island LOS . There were no new problems above those dis ­
cussed at the last review. The Guidance Officer had; however, noted tha t 



the CDU actu&l and deaired readings were not agreeing because the 
CDU desired ·was · •in spacecra:rt axea, while the CDU actual was in INU 
axea. This cauaed deletion of the part of m:1.alion rule 14-30 which 
used those cues. 
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After the site briefing on miasion status, the AFD's dis­
cussed the poaaible causes o~ the CSQ's relatively poor telemetry 
reception. The CSQ had had a history of interference caused by keying 
the GOSS Conference loop. The CSQ CAPCOM said that he had been 
watching that, but there appeared to be no problem. He did; however, 
report that part of the problem was caused by their outgoing teletype 
traffic, and requested to terminate the B (summary message) channel, 
Permission was granted. 

The CSQ had acquisition at 03:54:24 and immediately reported 
that the 1218 RSDP was down. This would prevent their confirmation 
of LGC progrsm, phase, and DSKY data. They were still able to monitor 
directly driven events and analogs. 

Based on the CSQ's reports of preburn events i t was con­
firmed that the LGC had entered mission phase 9. at the nominal time 
of 03:55:o4. At 03:57:30 the Guidance Officer reported that predicted 
time of ignition for DPS 1 was 03:59:40. 

Carnarvon acquired data at 03:57:58, Command handover was 
delayed, as planned, until after DPS Arm at 03:58:42. At that time a 
Go for DPS 1 was given by both the CSQ and f.CC. 

DPS 1 ignition occurred at 03:59:40.6, based on Carnarvon's 
strip chart recorders. At 03:59:57, immediately after reporting 10 
percent throttle, Carnarvon reported a PGNS Caution, which they later 
changed to a Program Caution, and Program 00. The DPS engine was 
connna.nded off at 03:59:44.8 by the LGC. Carnarvon was directed to 
make Houston prime for command at o4:00:30. EECOM reported poor signal 
strength immediately after the handover. 
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UHF received signal strength read - 99 dbm when the Prime 
Relay Reset command, 34B, was transmitted twice (o4:0l:18 and o4:0l:39), 
Approximately one minute later, at o4:02:19, the Prime Relay Reset 
command was again transmitted. This time it was accepted and the DPS 
ARM discrete was removed. The Guidance Officer recommended transmission 
of Verb 15, Noun 50 to enable display of the error codes. The command 
sequence was started at o4:03:34, and completed at o4:o4:26 (reference 
the Command Support report for the times of each command) . The error 
codes received were Delta V monitor Alarm, and FORGETIT, These indicated 
that the LGC had commanded shutdown of the DPS because of failure to 
sense adequate acceleration. 
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~~J?n~ryqg.:~wae .,req-q~sted .to ,pr.ov~de I PPS 2n/.o.ff ~t ~;n~s ~~9~ . :.i :y;j' r; ,:j rf J 
the hii;;tor-f.t o~ ; t~pi+s :t.t.: ~h~bE!r \pres sur:~ ,;t;rom c-the~l:7 t ch.art ) r:ec.ord~r;s :,: ,: ➔ • >, i'i wt::, 
The results L~r.e ,·5taht~lated qelQw: :,. , ~ ; f_;' 1 , .. , 1 ... •::·i ,<;~ :,~:,;•: . ..:; • ,, fr ·::.':. ::}, 

Time G.Ml' Time GET Readout 
·: 1 ~~ .'\ ' · ~ ~l • - . ! · 

02:47;49.6 
., . ' .. ·,.: 

03 :59 :4-o .• 6 
.. 

,DPS ,, ON disq:ce~e <; 
.,. ~ ~ -= .' •' .; ' 

02.:47:'50.5 03: 59 :41.5 

03 ;59 :43.5 

03:59:44.5 

03:59:44.8 

03: 59 :45 ,5 

'ICP.,.deflection on re~ ~~d~r 
. . ' -~-

-~(~.:~: ~02\47 i52 -~2, -
I. ·,.1.1:· r•;: -

02:47:53.5 

:~:47:53.8 

. 02:47:54.5 

_'TCP ,= 09 PC¥ count's 

TCP = 18 PCM . counts . 

DPS OFF discrete 

TCP= 00 PCM counts 

The above history shows a slower rise in TCP than would have 
been expected. This may have been due to a combination of the ullage 
pressures and the 1.3 second time delay between the ignition signal 
and DPS _pressurization. 

,..,, 

At o4:06:50 EECOM and GNC reported that there were no systems 
problems which would affect vehicle lifetime. The Flight Dynami cs 
Officer recommended that we wait until next rev before starting an 
alternate mission. The two prime alternates for this type failure are 
C and L. There are targets for Lat Hawaii, if they are required for 
execution this pass over the states. They are based on prelaunch 
nominal data_~ith no DPS burn, and may not be val id . If used, a manual 
abort stage may .be required. 

The Flight Director concurred in FIDO's recommendation. He 
furth~l:'_,-:requested that we evaluate the poss ibility of retargeting DPS 1 
for the next CSQ/ CRO pass. This possibility had been re j ected pre- · 
mission because of the limited coverage available from those sites 
during re_yoluti,on 4. Since there was some DPS burn the t ra j ectory may 
have . be.en able to tolerate it. FIDO verified that the coverage would 
be roughly what had been predicted, and this alternate was discarded'.' 
It was di1?cu_ssed again several times before it was finally rejected. 

[1 I ., : •• - - -~ .! : i'. :I 

1 •• .'.: ,Fs,llowing Carnarvon LOS the command plans for Hawaii a nd the · 
CONlJS pa::i.1? : !.'~re s~arted. The only commands required for Hawaii were . 
the LGC .Error .Reset command, and the cuing of PRA Sequence III for 
alt~;:n?.,f~ ~is~ion C. The Prime Relay Reset command, 34B, was to be ·. 
left in the ,spacecraft until just prior to going into an alternate 
mission. This was done to insure the vehicle was in a safe condition. 
At this time the cause of the failure was still undefined. (See the 
Command Support report for the times of the Hawaii commands.) 

I 1-, 

':1•. 
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The discusaion of which &lternate mission to follow (C or L) 
continued from Carnarvon LOS to Hawaii AOS the next revolution. 
Alternate miaaion L was not desirable trom the point that we were 
unable to. retar1et it in such a way that a manual abort stage could 
be avoided.·· The maximum DPS burn -time .. -av.ai-lable,. w.ould have been...60 
seconds. Thia did not satisfy the ASPO's des~re for a long DPS burn. 
Furiher, if the manual abort stage were not effective, the DPS would 
fuel deplete while below the minimum perigee limit. Since we had had 
severe commanding problems, attempting alternate L with a manual abort 
stage would jeopardize not only the abort stage, but the APS burn to 
depletion and RCS/Ascent feed test. This was not immediately apparent, 
and as previously stated, the discussion contirmed· !Until immediately 
prior to Hawaii's pass during revolution 4. 

Following Hawaii LOS duri~ revolution 3, the Guidance Officer 
pointed out that the attitude for PRA III would be retrograde. He 
then recommended using the LGC to establish an optimum attitude during 
the CONlJS pass. The command seq,aftce started at 04:41: 47 and ended at 
04:51:30. (See the Command Support Plan for the times of the individual 
commands.) The LM went to attitudes as commanded at completion of 
commanding. 

5.3.6 Revolution 4 

Still going on the assumption that we would be able to' execute 
al.tern.ate mission L, the Guidance Officer transmitted the updates for 
mission phase 13 from Carnarvon. The update was completed at 05:35:01. 

The Flight Dynamics Officer recommended an init i ate time of 
06:15:00 for PRA Sequence III, if used. The AFD's were directed to 
determine the reasons for which we would not terminate PRA Sequence III 
after APS 1. This was a deviation from the alternate mission c. The 
reason for the deviation was that the LGC w,s still good. If we were 
able to interrupt the PRA prior to reaching the APS deplet i on burn, it 
could be done under LGC control the next revolution. In doing the check 
requested, it was noted that if the PRA sequence were started at 06:15:00 
the abort stage would occur near LOS of both the RKV and Texas. It was 
then recommended that initiate time be moved up to 06:10:00, and that the 
seq'l.a!!.ce be terminated no later than 06:13:32. The latter time was 
approximately 7 seconds prior to getting into the plus X translation for 
the APS to depletion burn. 

At Hawaii, revolution 4, the pre-sequence commands were sent 
for PRA sequence III. Signal strength was vfry poor initially. Space­
craft . rejects were received for the first two attempts at the Prime Relay 
Off command, 35B, sent at 05:59:22 and 05:59:31. Signal strength improved 
and the third attempt at 05:59:37 was accepted. Battery 5 was commanded 
to the alternate feed path at 06:00:28. ED Batteries were commanded on 
line at o6:00:46. 

The RKV commanded the LM to the AGS mode at 06: 05: 34. (The 
DCS retransmit -switch was at zero per SOP and direction of the AFD). The 
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RKV CAPCOM commanded PRA Start at 06:10:00 and the sequence preceded 
normally. The MCC was monitoring the sequence through Goldstone and 
Guaymas. Rates . were good. The RKV reported. the DPS 1 burn had ended 
with the throttle at l~ss than 100 percent, but later retracted the 
report. The sequence continued nominally. Abort stage occurred at 
06:12:21, 

After the APS 1 cutoff the Flight Director s t arted a quick 
status report to determine whether we should continue with the APS 
depletion burn part of the sequence. GNC, EIDOM, GUIDO, and FIDO 
reported that we were in good condition both systems and trajectory 
wise. We had approached within about eight degrees of LGC gimbal 
lock, but had come back out~ Based on that Flight directed tha t 
the AGS Select command, 40B, be sent to stop the sequence before 
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any further commands were executed by the PRA, The firs t command was 
transmitted at 06:13:40 by the GNC, GUIDO initiated the same corrnnand 
one second later. Both commands were accepted. The clean up corrnnands, 
PGNS Select, 41B, and Prime Relay Reset, 34B, were sent at 06:14:03 
and 06:14:15 respectively. Shortly afterward GNC reported an extremely 
high RCS usage rate. This was thought to have been caused by the fact 
that we were in PGNS control and the Digital Auto Pilot was using the 
full vehicle mass for it's thruster command calculations. This had 
been discussed pre-mission, and was expected. GUIDO was preparing 
mass update loads for this problem. They were not available for 
immediate transmission because the mass values required would ha--re-
been a function of the vehicle state, and how far we had gone into 
the PRA III sequence. 

The AFD noted that according to his log data the PRA s top 
function may have been executed after the start of the plus X trans ­
lation for the APS 2 burn. If so, there would have been some 36 seconds 
of plus X translation, which would have accounted for some of the high 
RCS usage. The command histories confi rmed that this was probable. 
GNC; however, did not feel this was the case. RCS usage was as expected 
until the time the PGNS mode was selected. 

After the RKV LOS the RKV CAPCOM reported that a review of 
the analog recording of thrust chamber pressure during the PRA DPS l 
and ' DPS 2 burns showed that there had been a delay in reaching 10 percent 
thrust, similar to that observed during the abortive first DPS burn. 
The delays were 2.4 and 4.o seconds respectively. 

Post flight evaluation of RCS quantities confirmed that 
there was no plus X translation. Either the RKV or Texas command histories 
or both must have been rounded off to the nearest second in the right 
direction. 

Since the LGC had been commanded to attitude for the PRA burn, 
the Guidance Officer had to send an EMU update to reenable the LGC 
KALKMANU routine, if we were to do any further LGC controlled burns. This 



was started at o6:16:47, and completed by o6:17:43. (See the Command 
Support report for the times of each command). 

Dur'1lg the attitude counter update discussed in the pre­
ceding -~ -~aph,. G~C recommaaded that RCS system A be closed off to 
conserve some attitude hold capability; rather than depleting both 
systems. The RCS Main A Closed command, 44A, was transmitted at 
06:17:09. At 06:23:20 GNC reported that system B was depleting and 
recommended that we go to the AGS mode to conserve RCS, Flight vetoed 
this request because he wanted to insure that we did not get into an 
LGC gimbal lock condition. That would have precluded using the LGC 
for the APS burn to depletion. 

Meanwhile, the Guidance Officer had had a navigation update 
load generated basea. on post cutoff data. He started uplinking the 
load from MILA at 06:24:47. The final Enter was transmitted through 
Antigua at o6:25:58, A verification was received, but LOS occurred 
prior to LGC telemetry verification that the load had been accepted. 
It was confirmed at Carnarvon later. 

5.3.7 Revolution 5 
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At o6:28:10 tae network was advised that we would either go 
with PRA Sequence V or LGC mission phase 13. The starting point for 
either of them would be Hawaii, In either case the APS depletion burn 
would not be completed until the RKV. There was a one minute gap between 
Hawaii and the RKV, but the WATERTOWN, which had been called up on an 
engineering evalua-;:tdln basis, would cover the gap. The WATERTOWN had 
been receiving data during it's previous passes. 

At this point we still needed the mass update, target update, 
and a timer update for mission phase 13. In addition an update to 
lengthen the LGC acceleration sample period was highly desirable. The 
exact cause of the DPS 1 problem was still unresolved. If we were unable 
to complete the maneuver as planned because of a similar problem, there 
was little range coverage left foj subsequent attempts. Further, since 
we expected to lose attitude control when RCS system B depleted, we 
intended to open system A and the RCS crossfeeds as soon as possible after 
the mass update was completed. Since tracking data confirmed that we 
were in a 91 by 532 nautical mile or~~t, there would be a fairly long 
pass at Carna.rvon, but time available for all the updates would be critical. 

The CSQ acquired broken telemetry at 07:01:30, Their telemetry 
for that pass remained fairly poor throughout. Part of the problem was 
apparently caused by a failure of a PCM station power supply. This pre­
vented the CSQ from cuing PRA Vas planned. 

The first command transmitted from Carnarvon was RCS Main A 
Closed Reset, 45A, at 07:o8~06. The Guidance Officer started uplink of 
the mass update (EMU 1,· load 3701) at 07:o8:50. It was completed by 



07:09:41, Immediately thereafter GNC started configuration of the 
RCS main shutoff valves. RCS Main B Closed (54A), RCS Main B Closed 
Reset (55A), RCS Main A Open (50A), and RCS Main A Open Reset (51A), 
were transmitted by 07:10:57. (See the Command Support report for 
the time of each command). 

The next activity at Carnarvon was to get the RCS crossfeed 
valves opened. The first command, Prime Relay Off, 35B, was sent 
at 07:11:07. GUIDO started uplink of the crossfeed open commands 
(LMP 374) at 07:11:20. The sequence was completed by 07:12:22. The 
reset commands (LMP 375) were started at 07:13:05 and completed at 
07:14:05. (See the Command Support report for the times of the 
individual commands.) 
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After opening the crossfeed valves the Gui~ance Officer 
initiated EMU 2 (load 3801) to increase the sampling period for the 
Delta V Monitor Routine, and to get the Digital Auto Pilot into maximum 
deadband. He was unable to get the data in via the load messages 
because of intermittent drops in UHF received signal strength. He 
then attempted the load through DSKY commands. The load was still 
not completed by LOS. 

During the EMU load attempt Carnarvon reported high thruster 
activity and occasional high rates. GNC confirmed. Further, GNC re­
ported that the RCS oxidizer pressures were low. He felt that this 
was the cause of the problem. After the mission it was learned that 
the mass update previously transmitted did not restore normal Digi t al 
Auto Pilot operation. The current mass is ignored until the LGC was 
in an average routine. It could have been forced, if the problem had 
been known. Based on his feelings on the oxidizer status (which was 
also unexplainable in real time) GNC recommended opening the ascent 
feed valves prior to executing any burn sequence. 

After Carnarvon LOS the mission status was reviewed. If an 
LGC cont~olled burn were to be used we still needed to get timer and 
target updates in. In either case the ascent feed valves had to be 
opened. Three LMP commands were required for that function. There was 
not enough time to get in all the requi red commands prior to time for 
ignition. Consideration ~as given to slipping the APS burn to depletion 
one more revolution. Unfortunately this would have required generating 
new timer and target updates, which could not have been done at Hawaii. 
There were no other sites available to uplink LGC commands again until 
Hawaii the next pass. We would have been essentially in the same position. 

The Flight Director requested FIDO to find out what would 
happen if the phase were enabled after time for ignition. FIDO replied 
that he could not tell. The computer would navigate to target, but what 
it would do in getting there was unpredictable. The affect on the 



guidance equations was indet ermi nate . Based on this input PRA 
Sequence V, No DPS/FITH/APS to Depletion, was selected as t he prime 
alternate. There was still a significant amount of commanding left 
prior to initi ating the sequence. We would be unable to get ignition 
at the desired point. 

The RKV was advised t hat the vehicl e would cove over the 
horizon burning, and that we couldn 't predict where we would be in 
the sequence. The PRA sequence would not be executed in the nominal 
manner. ASPO had expressed a preference to have one l ong APS burn 
instead of the one short and one long burn on the t ape . This required 
that an Engine Start Command be sent after t he APS 1 burn had started. 
Further, since the RCS syst em required APS propellants for attitude, 
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the AFD queried Flight about interrupting the sequence before reaching 
the end of the ascent feed test. The Flight Director requested ASPO 
advice. They replied that t hey concurred, but that they wanted to let 
the sequence procede until the RCS system was in the normal configuration 
for the feed test (both main shutoff valves cl osed, ascent fe eds and 
crossfeed valves open). 

Hawaii acquired the LM at 07:38:00. UHF received signal 
strength was good (approximately - 80 dbm) . GUIDO started the command 
sequence to open the ascent feed valve s at 07:38:31 (LMP ' s , 176 ,074 

· and 076). Ascent feeds were opened a t 07: 42 :14 . (See the Command 
Support report for the times of the individual commands.) 

Immediately after opening the ascent feed valves the Guidance 
Officer started cuing PRA Sequence v. Th is was compl eted, and the 
compare pulse received at approximatel y 07:42:38. 

At 07:42:57 GNC transmitted the RCS Main B Open Command, 60A, 
to trap as much propellant in the RCS system as possible, in the event 
we were unable to get t he sequence stopped before the ascent feed 
valves were closed . 

We then entered the command sequence to start the PRA burn. 
The times of the commands are listed below: 

Guidance Select AGS 07: 43 : 07 

PRA Start (Not Accepted) 07:43:19 

PRA Start (Accepted) 

Engine Start 

07:43 :54 

07:44:15 
07:44:18 
07:44 :21 

Delay in sending second 
command to verify not 
accepted . 

The burn was normal, attitudes were steady. At the time the 
ascent feed and RCS valves were confirmed to be in the normal configuration 
for the ascent feed test, GNC transmitted Guidance Select AGS, 40B . Hawaii 



had had LOS and the command did not reach the spacecraft. It was missed 
by approximately 12 seconds. If the first PRA Start corrnnand had been 
accepted confirmation would have been made in time. 

The RKV acquired at 07:46:48. Twelve seconds later the last 
ascent feed valve closed. The burn continued with good attitude 
stability until approximately 07:47:45 . At that time rates started 
going off scale high and low in all axes. The RKV maintained solid 
telemetry until LOS. The burn continued until depletion. The RKV 
reported approximately 5 PCM counts on the APS TCP even after cutoff . 

The vehicle structure apparently held during the entire 
burn. Cabin pressure was reported as 52 PCM counts at RKV LOS . Two 
commands were transmitted in the blind from Texas, hoping to put the 
vehicle in a usable condition for the post mission test plan . 

The vehicle was never reacquired after Guaymas. That station 
had a maximum elevation of 1.0 degrees. Several sites reported poss ible 
contact, but could not confirm it . The MSFN continued to search for 
the vehicle until approximately 11:00:00Z. 



Attachment 1 

LM-1 Pad Safety 

Appro:rlmately two years ago FCD recommended spacecraft configuration 
changes to provide control over spacecraft relays that would allow com­
plete safing of the LM system. Approximately one year ago the subject 
was again addressed at FCD 1s insistence, and the Program Office organized 
a meeting at the Cape to review this problem. The major safing effort at 
that time was directed toward providing a capability via hardline for con­
trolling the spacecraft received decoders. A secondary effort was directed 
at providing a capability to inhibit the outputs of the prime relays again 
via hardline. The former effort was successi'ul, however, due to the major 
spacecraft redesign necessary for the latter, the requirement was dropped. 
At that time that adequate safeguards existed either via procedures or 
'Within the spacecraft that no single failure could cause operations of prime 
relays. During the terminal testing of the LM spacecraft, starting approxi­
mately March of last year, certain EMI problems were noted that could cause 
spurious activations of the Program Reader Assembly and also between the 
DCA;t.GC interface. If these facts had been known at the time of the 
discussion relative to the provision of the capability to inhibit the 
prime relays, this capability would have been pursued more vigorously. 

FCD on March 1967 initiated a very detailed study of the effect of 
inadvertent command radiation and its influence upon spacecraft systems 
both through the prime and grol.md (RTC) relays. This led to the develop­
ment of the "inadvertent command relay matrix". In August this matrix 
was initially transmitted to KSC for their review and co:mment. A meeting 
was held at KSC to review this matrix 'With NASA/GAEC spacecraft cheekout 
personnel. It was FCD 1s contention at the meeting that radiated co:mmands 
were not the only source of input that could cause an inadvertent closure 
of these relays, and FCD reco:mmended strongly that a similar study be made 
by spacecraft checkout personnel. During this meeting discussions were 
conducted about the control capabilities that exist within KSC AGE (DCS 
test set) to apply preventative and corrective actions necessary to recover 
from a potentially catastrophic situation. At this same time, FSD personnel 
presented a technical discussion of the operation of our grol.md co:mmand 
systems and the procedures that we would use to assure maximum safety during 
our pad test period. 

A second meeting was held at KSC to review the results of procedural 
activities in applying preventative and corrective actions for inadver­
tent closures. The results of this meeting were similar to the first and 
it appeared that insufficient attention had been devoted to this task, 
and that no hardware or software capabilities were bing developed to pro­
vide a KSC preventative and/or corrective action capability. 
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Throughout this entire period of time, however, a strong interface was 
being developed through th~ spacecraft Test Conductors in the development 
of the OCP 1s to reduce or mitigate the effect of any command transmission. 
The OCP 1 s were developed in such a fashion and procedures established such 
that two relays must ·be closed prior to the occurrence of any catastrophic 
event. Control procedures were establilhed during the countdo-wn to assure 
that both the receiver decoders were powered down and that the Houston 
command system -was mechanically safed at the appropriate updata buffers 
(point closed to the antenna). A unilateral study was initiated in late 
October to readdress the corrective/remedial actions necessary to recover 
from any inadvertent relay closures. The intent was to provide the basis 
for development of standardized recovery procedures wherever possible. 
This included listings of cause, effect, verification, delta T, criticality, 
and preventative and corrective actions. The results of this study led to 
the three following conclusions: 

1. :WC - any inadvertent operation of the :WC resulting from a pre­
mature Guidance Reference Release (GRR) -was not potentially catastrophic 
tmtil the period of time where the abort monitor routine would be enabled, 
after which a single further relay closure could conceivably cause an engine 
ignition. The abort monitor routine is not enabled until approximately 2 1/2 
minutes after the Guidance Reference Release and it -was felt that KSC in 
this case would have sufficient time to apply preventative/corrective actions 
through the DCS test set, in coordination with the SRO. (It would be 
necessary to bring do-wn the range carrier.) 

2. PRA - In order to provide a redundant means of initiating suborbital 
sequences during launch phase, the FCD in tended to cue PRA sequence IT 
prelaunch. However, in reviewing the potentially catastrophic results of 
an inadvertent activation of this sequence (first +X translation occurs 
four seconds after s.equence start), it -was decided that PRA VII (RCS 
insolation) would be cued prelaunch. This eliminates e:ny catastrophic 
events that could be caused by inadvertent PRA operation. 

3. Real Time Commands - There is no way of protecting against mul­
tiple real time comm.and transmissions to the spacecraft. There were 
several combinations of real time commands that could cause catastrophic 
events on the pad. 

It was believed at this time that adequate safeguards exist within 
the command system and within the MSC/KSC OCP 1s to protect against inad­
vertent command radiation throughout the majority of the pad test cycle. 
Similarily it will require a minimum of two different real time commands 
prior to a catastrophic occurrence. The design of the command system 
implemented for Apollo is significantly different from that associated 
with the Gemini system. At no time during the Apollo testing operations 
have multiple, different commands been radiated. In one instance a single 
command was radiated inadvertently as a result of a ground system problem. 
(This sytem design deficiency was corrected for LM-1.) Procedures to 
provide maximum possible speed in inhibiting command transmission if they 
should occur, and to minimize the time that the command system is "armed" 
during hazardous OCP I s. 
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Subsequently, meetings between Mr. S. Simpkinson, ASPO Flight Safety 
Office end FOD were established to review the safeguards or protection 
against inadvertent command transmissions that were designed into the 
CCATS, GSFU C.P. and 642B systems. Also, the MCC command support proce­
dures were reviewed in detail with emphasis on command system configuration 
control. 

Telecon conference between G. Page/KSC and FCD personnel on December 
28, 1967 reviewed in detail the MCC nominal, backup and contingency 
command support procedures which would be utilized for the CDDT and 
launch countdo-wn. The agreements reached during this discussion were 
subsequently documented in the TCP 1 s. The contingency command procedures 
were primarily a result of insufficient hardline control over critical 
LM sytems. 
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I. Premission Training and Teats 

A. Simulations 

l. Aug. 9, 1967 4 hrs. 

2. Sept. 11, 1967 6 hrs. 

3. Sept. 13, 1967 

4. Sept. 14, 1967 10 hrs. 

5. Sept. 20, 1967 8 hrs. 

6. Sept. 29, 1967 10 hrs. 

7. Oct. 3, 1967 8 hrs. 

8. Nov. 20, 1967 

FIDO Trajectory Runs 

SIM Ops Checkout 
(nominal run through MP-11) 

Launch Sims 
(scrubbed due to CCATS cormnand 
problem) 

Launch Sims (six runs ) 

a. Nominal run t hru CRO rev 1. 
b. Emergency sep. procedure 
(primary and secondary) 
c. cor case 
d. Terminated due to CP problems. 
e. One rev, alt ernate B over u.s. 
f. SOS case 

LM Systems SIM ( t wo runs) 

a. 4 hrs. Chec kout of LGC 
Mission Phases. 
b. One run thru Sep. 
c. Approx. 3 hrs . Lost due to 
building problems. 

Sim Net Sim (two runs) 

a. First run near nominal APS 
He 2 pressure failure, APS engine 
start failure. 
b. Second run 1 rev, used PRA 
se~ 1 for emergency sep. 
c. One hr. delay in picking up 
due to simulat ion problems. 

Gemini SRS Sims (eight cases) 

a. Two sep cases 
b. Two DPS 1 cases 
c. Two DPS 2 cases 
d. Two APS 2 cases 

Sim Net Sim (scrubbed due to CP 
problems, time was used for 
system debug) 



9. Nov. 22, 1967 10 hrs. 

10. Nov. 28, 1967 10 hrs. 

11. Dec. 1, 1967 10 hrs. 

a. First run was fast time 
thru Mission Phases. 
b. Second run - Launch Abort 

Sim Net Sim (two runs) 

a. First run nominal. 
b. Second run, fast time thru 
CRO/u.s. pass, ran alternate c. 
c. First L/0 delayed one hr. 
for CP/RTCC interface. 

Flight Control Sim (two runs) 

a. Run 1, COI case, toggle switch 
not held long enough for command 
to get in. Used PRA SOS as backup 
to LGC coI. 
b. Run 2, nominal thru DPS 1. 
DPS 2 violated perigee limit. 
Burn was cutoff, tried PRA 15 
next rev over U.S. 
c. First L/0 delayed 3 hrs. for 
RTCC/GSSC/Bld. 422 interface. 

Flight Control Sim (four runs) 

a. Run 1, Launch abort case, had 
choice of Mode III or PRA 4 due 
to Mission Rule procedural conflict. 
SLV Abort was transmitted late, 
could not cue PRA 4 due t o command 
system problem. 
b. Run 2, SOS case, cutoff at 
8+20, backed up one RTC during 
sequence. 
c. Run 3, Sim Net Sim, many 
problems, SLV APS Lifetime less 
than 11/2 hrs, executed PRA 7 
because of Parker Valve problem. 
Sep with PRA 1 at CRO. Closed 
interconnect with PRA 16 over u.s. 
rev 1. Executed PRA 3 over u.s. rev 
2, had to cutoff for perigee 
violation, executed PRA 16 to 
close interconnect. Ba.eked up 
many RTC's during all sequences. 
d. Run 4, trajectory deviation, 
tried PRA 4, command handover 
error caused loss of VERs. Multiple 

Reverse Search commands were 



12. Dec. 12, 1967 8 hrs. 

. 13. Dec. 13, 1967 10 hrs. 

14. Dec. 18, 1967 10 hrs. 

transmitted . 
e. First L/0 delayed 2 hrs, 
for APCU hardware problem. 

Launch Aborts (six runs ) 

a. COI case, did not ge t COI 
ignition, executed PRA 4. 
b. COI case 
c. COI case, did not get SLA 
panels deployed with SLV Abort 
command, waited until in time 
base and tried PRA 4. 
d. F'TA for two descent batt. 
failure. 
e. LGC SOS case. 
f. No J -2 ignition, PRA 4 . 

Sim Net Sim (two runs) 

a. CES power f ail, emergency sep 
with PRA 1, MRS over U.S. APS 2 
violated perigee limits. Tried 
some systems t ests prior to re­
entry. 
b. Nominal thru MP-11, Lots of 
systems problems. 

Launch Sims (nine runs) delayed 
start 1 hr, for APCU loading 
problem. 

a. COI case, early J-2 cutoff. 
b. Coolant flow failure start ing 
at about T+4 min, executed SOS 
over Redstone, 
c. Held 40 min for building power 
failure. Had S IVE hydraulic 
failure, cut off at TFF Limit Line. 
Executed abort, went thru VHF 
blackout before much else accom­
plished. 
d. SLV pitch down, SOS case. 
e. COI, did not make orbit, 
executed PRA 15 but forgot to 
reset Engine Stop overrid~. 
f, PRA SOS 
g. Cutoff with high gamma and low 
velocity. Exe cuted SOS and ended 
up in orbit. 



15. Dec. 20, 1967 15 hrs, 

16. Dec, 21, 1967 10 hrs. 

17. Dec, 23, 1967 10 hrs, 

18. Dec. 26, 1967 10 hrs. 

h. Many transducer failures and 
systems problems, MODE III, 
i, P'TA for loss of two descent 
.b&t6eries. 

Sim Net Sim (three runs) 

a. Mission Phases 9 and 11 from 
LMS (monitor only). 
b. Mission Phase 13 from GSSC 
followed by extended mission test 
plan. Extended mission terminated 
due procedural error causing RCS 
depletion. 
c. Extended mission test plan. 
Ran well thru completion of all 
tests. 

Sim Net Sim (two runs ) 

a. Many instrumentation problems, 
electrical systems problems, CES 
AC failure. Stayed with nominal 
mission. 
b. Picked up at T+3:30 ran till 
T+6: 00. Low TCP on DPS 1, loss 
of attitude control on DPS 2, 
performed manual abort stage. 

Sim Net Sim (two runs) 

a. Minor systems problems, pro­
cedural problem in commanding 
caused MP-11 to time out early, 
corrected at CR0, slipped MP-9 
1 rev. much commanding. 
b. La.unch thru CR0, sublimator 
breakthrough. 

Sim Net Sim (run delayed 3 hrs, 
were trying to run with CP-C had 
to switch to A and B before we 
ever got off) 

a. Did not sep at CR0, separated 
at second sep opportunity over 
u.s. Slipped MP-11 one rev. 
Manua.lly staged off descent engine 
burning at 10 ~. Tried PRA 5 
could not get APS engine on. 
Configured for extended mission 
test plan. 



19. Dec. 28, 1967 10 hr•• 

20. Jan 5, 1968 10 hrs. 

21. Jan. 6, 1968 8 hrs. 

22. Jan. 11, 1968 8 hrs. 

23. Jan. 15, 1968 15 hrs. 

Flight Control Sim (three runs) 

a. Booster Pitch up, transmitted 
SLV Abort, Nose Cap Jett and SLA 
panel deploy, CCI did not get in 
while abort monitor was alill 
enabled. Sent PRA 4 at cfr.. Had 
gimbal lock indications at CSQ. 
b. RCS system A leak, DPS l nominal 
did not get staging after DPS 2, 
executed PRA 15 and staged, re­
targeted .APS 2, tried to clean up 
af'ter .APS 2 but could not get 
commands in. Had many ground 
problems throughout the sim. 
c. COI case. 

Launch Aborts (nine runs) 

a. GSSC Problems caused loss of 
all data. 
b. COI case. 
c. SOS case. 
d. COI case. 
e. SOS case. 
f. Lost Booster attitude control 
tried LGC SOS could not get connnand 
in, went PRA 4. 
g. PRA 4, SOS. 
h. COI case. 
i. SOS case. 

Network Exercise 

First exercise with entire network, 
mission was near nomine.l, comm 
was bad, many procedural errors 
around the network in command 
handover, starting Sim tapes, etc. 

Network Sim (held 30 min for RKV 
communications) 

Mission near nominal, still had 
problems starting tapes at right 
time, several CP failures, pro­
cedures overall much better. 

Sim Net Sim and Launch Aborts 

a. Near nominal mission thru 



24. Jan. 16, 1968 

B. Pad Tests 

1. Nov. 27, 1967 

2. Nov. 29, 1967 

3. Nov. 30, 1967 

4. Dec. 2, 1967 

5. Dec. 6, 1967 

6. Dec. 15, 1967 

7. Dec. 19/20, 1967 

8. Dec. 22, 1967 

9. Dec. 27, 1967 

10. Jan 18/19, 1968 

8 hrs. 

extended mission test plan. 
b. COI case. 
c. SOS case. 
d. GSSC problems caused run to 
t erminate before any action. 

Network Sim 

near nominal thru APS 2 • 

Launch Vehicle Software Integration 
Test Dry Run 

Launch Vehicle Sof tware Integrat ion 
Test Phase I 

Launch Vehicle Software I ntegration 
Test Phase II 

Spacecraft Software Int egration 
Test Dry Run Phase I 

Spacecraft Software Integration 
Test Phase I and II 

Overall Test Plugs Out 

Launch Vehicle Software Integration 
Test Phase I and II. Phase II was 
scrubbed on Dec. 19 , due to FRW-2 
command transmitter problem at MILA. 
Phase II was completed Dec. 20. 

Flight Readiness Test 

Spacecraft Software Integration 
Test Phase I and II. 

Countdown Demonstration Test, was 
scrubbed at T-20 min due to RCA 110 
power supply. All test objectives 
were satisfied. 



II. Procedures Officer's Activity Log 

GM? Action 

o4oo At T-9:00 hrs Jan 22, 1968 Procedure's Officer on station. 
Newark count holding at T-10 hrs. 

o415 Start Console check list per console handbook. 

0500 

0610 

0707 

0711 

0739 

0745 

0800 

0911 

0930 

0945 

0951 

1050 

1051 

1230 

1345 

1350 

1406 

1412 

1450 

Completed console checklist. All items checked OK. 

Black No. 1 Comm Loop inoperative, turned over to Telco 
No ETO. 

Starting Pad Clearing. 

Gave "gO" to CVTS for Safe and Arm Connections and pad 
clearing. The nework is Green at this time. 

The pad has been cleared for safe and arm connections. 

0745 Redstone TM CDP Red. ETO 0900 mandatory item, keeps :; 
faulting. 

Newark Count Picked at T-10:00 hrs and counting. 

The ID Doors are closed. 

At T-3:30 Jan 22, 1968 started six hour built-in-hold. 

Redstone TM Computer still faulting. New ETO lo42. 

Redstone TM Computer still faulting. 

Redstone TM Computer is now green. 

Hardcopier "A" System inoperative No ETO. 

WHS-CAL 1218 computer Red. No high speed radar capability 
at this time No ETO. 

Redstone TM Computer faulting again. No Go at this time, 
No ETO. 

Hardcopier "A" system now operative 

ETO for Redstone TM computer is now 1443. 

Starting Fido trajectory Run. 

WHS, CAL 1218 now Green can support High Speed Radar Data. 

Fido Traj Run completed and all systems functioning properly. 



1510 

1526 

1530 

1534 

1609 

1619 

1622 

1623 

1630 

1720 

1744 

18o4 

1836 

1850 

1852 

1859 

1912 

1943 

2018 

Action 

Guido transferring loads -for T-3:30 DSKY command checks. 

HFLT gave go for picking up count. Redstone TM computer 
is still Red. ETO 1700. 

Pick up count from six hour built-in hold at T-3:30. 

Command System configured for DSKY command checks. 

Redstone TM computer still Red ETO 1700. 

KSTC Reported freon problem. EECOM reports water boiler No. 
2 has gone bad. 

CVTS is stopping LOX loading at T-2:46 to clear LM personnel 
to examine problem. KSC is going to hold at T-2:30. No 
estimate. 

Guido transmitting V34E. 

Holding count at T-2:30, No estimate LM problem. 

Still holding No estimate. 

New Redstone TM computer ETO 1815. 

Starting LOX loading again. Estimate one hour before 
picking up count at T-2:30. 

Redstone ETO now 1900. 

LOX loading approaching 60%. 

CVTS eatimates pick up of count at 1930. 

Slow fill on S IVl3 started. 

Planning the best way to utilize Redstone with its faulting 
TM computer. Decided to load the good computer in real time 
with either command or telemetry programs dependent upon what 
was needed most during the Redstone's pass based on mission 
statUJ1. Decided that no High Speed inputs were to be made to 
the TM computer to switch formats. 

New estimate on picking up the count of 2000. 

Picking up count at T-2:30. 



GMI' . 

2049 

2136 

2143 

2154 

2217 

2219 

2228 

2233 

2242 

2243 

, 2245 

2248 

Plus Time 
Hrs:Mins:Sec. 

G:m' 
00:05:00 

00:42:46 

00:54:54 

01:00:00 

02:28:00 

Action 

FLT made CYI command and telemetry mandatory until such 
time as the Redstone problem is fixed . 

CAL high speed radar Red. mo 2200. 

FLT gave go to CVTS for start of terminal count. 

Recycling CP's. 

Briefed Redstone on the configuration MCC wants for launch 
phase and also how configuration requirements would be 
handled pre-pass. 

Command system configured for final connnand checks. 

Started voice and status check with MSFN. 

Completed status check. All stations voice was go. All 
stations equipmpnt was go with the ,exception of the- Redstone's 
TM computer. 

All doors locked. All consoles precondi t i oned and site 
selected and MILA armed. 

Verb six and master relay reset transmit ted. 

Automatic sequence started. 

Lift-off LM GRR 22:48:0P. , ')6 Clocks set to 22:48:09. 

G:m' clock l second fast - Display corrected . 

Tried to get an IU TM playback from CYI. CYI's telemetry 
computer kept faulting. Did not have time prior to CSQ AOS 
to get this pl ayback. Local PCM readouts were used to verify 
SLA Deploy. 

Changed from High Speed format three at CRO to format two 
per nominal time line. 

Start LM Telemetry playback of S-B&nd from CRO data for 
eva.luation of the S-Band telemetry quality. 

Started LM S-Be.nd telemetry playback from CRO for further 
S-Ba.nd data quality evaluation. 

RTC had to tell TEX Mand Oto bring up command carrier. TEX 



GET 
Hrs :Min:Sec 

o4:ll:,34 

o4:23:06 

05 :33 :00 

07:00:00 

07:52:21 

11:48:00 

Action 

did not follow command handover procedure. 

Started VHF LM Telemetry playback from CR0 to further 
evaluate mission phase nine data for possible indication 
of premature DPS cutoff. 

Terminated CR0 telemetry playback. 

At CR0 A0S the data still had the playback bit set from the 
previous playback Mand 0 forgot to reset it. TIC caught 
this very quickly add corrected it so MCC only lost 10 
seconds of real time data. 

Recycling CP's. All command panels re-preconditioned 
FC/M and 0 switch cycled. 

Got RTA 5 started for time in PRA sequence Number 5 and 
Display made an operator error and had clock configured to 
count down vice up. This was corrected at 2 mins into the 
sequence. 

GYM A0S. 

Lost data at GYM. From this time on a.11 sites predicted to 
have contact with the LM tried S-Band, VHF, C-Band and skin 
track to make contact. No stations reported solid lock, 

Terminated mission support all stations. 



III. Documentation 

·.A.. lIC Breakdown by site 

Site RIC's Processed 

.A.CN 13 
BB.A. 8 
CAL 2 
CNB 10 
CRO 22 
CSQ 16 
en 14 
GBM 2 
G:00 22 
~ 17 
GYM 9 
HAW 20 
MIL 13 
RKV 5 
TAN 5 
TEX 16 
ANG 10 
WES 1 
RED 17 
MAP 5 
WTN 25 
.A.RIA .-1 
TOTAL 255 

B. ISI Breakdown by subject 

1. NOD Basic Document 

a. RSDP 
b. Station operating proceduxes 
c. Scheduling 
d. Effective pages 
e. Telemetry 
f. VHF acquisition Sys. 
g. USB 
h. Ship support 
i. Reporting 
j. Data hanc;lling 

2. NOD 204/LM-l Supplements 

a. Communications 
b. Command 
c. RSDP 

'.d. :· VHF Acquisition Sya • 
e. Radar 

- 5 
-13 
- 2 

1 
1 
1 
1 
2 
2 
1 

-10 
- 5 
- 5 
- 3 
- 3 



c. 

f. USB · - 5 
g. Computer support - 2 
h. Displays - 3 
i. Ship support 2 
j. Telemetry - 4 
t. ARIA - 2 
1. Data Handling - 6 
m. MSFN - 5 

3. NASCOP - 5 

4. Mission Status - 5 

5. Engineering Instruction -11 

6. Systems Test - 5 

7. Erratas - 3 

8. Remoted Sites SRT - 3 

9. Misc. -l:4 

TOTAL 136 

Twenty ISI's were issued changing or deleting previous ISI's 

Query Status by Site 

CSQ QUE NBR. SUBJECT ANSWERED BY 

1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 

10. 
11. 
12. 
13. 

14. 
15. 

MSFN FCDAR 
MSFN FCDAR 
Calibration data 
Rebroadcast Summaries 
Mission Rules 
NOD Suppa 
NOD Supps 
TM Alpha Numeric listings 
LM-1 Measurement and 
Configuration data 

GAEC document LED 360-316 
ISI 52 
LED 360-316 
NOD Supps and ISI 42 
(no subject, que was issued 
to keep site que numbers in 
order) 
Operational Trajectory 
TM alpha numeric listing and 
LED 360-316 

ISI 
ISI 

DCI 

ISI 

ISI 
DCI 
ISI 



16. 
17. 

CRO QUE BBR 

1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 

10. 
11. 

CNB QUE NBR 

1. 
2. 

RXV QUE NBR 

1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 

10. 
11. 
12. 
13. 

GDS QUE NBR 

1. 
2. 
3. 

MCC QUE NBR 

1. 
2. 

Rebroadcast Summaries 
Mission Rules 

SUBJECT 

DCI 

ANSWERED BY 

DCS Operational Tape 
Operational Trajectory 
Ground Station Address 
DCI 6 (Systems Handbook) 
DCI 7 (Mission Rules) 
DCI 6 & 10 (Systems Handbook) 
DCI 7 (Mission Rules) 

DCI 
DCI 
DCI 

CSQ QUE 6 
DCI 6, 10 and CRO QUE 6 

(Systems Handbook) 
Operational Trajectory 
DCI 6, 10, and 15 (Systems 

Handbook) 

DCI 1 (FCOH) 
DCI 7 (Mission Rules) 

Summary Overlays 
IRIG Channel Deviation 
MSFN FCDAR 
Correction to RKV QUE 3 
Cancelled 
TM Alpha Numeric lis ting 
DCI 7 (Mission Rules) 
RKV QUE' s 3 and 4 
LED 360-316 
Summary Messages 
Extended Mission Procedures 
TM Alpha Numeric listing 
CSQ QUE 13 

Cancelled 
Mission Rules 
Mission Rules 

TM Patching Script 
LED 360-316 

DCI 

DCI 

DCI 

DCI 

ISI 

DCI 

DCI 

DCI 



D. DCI Breakdown 

DCI NUMBER 

1. 

2. 

5. 

6. 

7. 

8. 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

SUBJECT 

FCOH Rev. A 

LM Systems Handbook 

Summary Overlay Update 

Gemini Sites FCDAR 

Calibration Curves 

LM Systems Handbook 

Rev. A to Mission Rules 

Rev. A to FCOH, Remoted 
Sites 

Mission Rules 

LM Systems Handbook 

Calibration Curves 

GAEC Document, LED 360-316 
LM-1 Measurement Require­
ments and configurat ion 
data 

COMMENTS 

Issued t o update Remote 
Site Flight Controller's 
preliminary copies of 
Rev. A, to the final published 
copy of Rev. A 

EECOM Changes since Rev . D 

Answered RKV QUE 1 

Included changes in Rev. I 
of FCDAR which was published 
af ter F/ C Deployment 

La te calibra tion changes 
entered in t o RTCC 

GNC Changes t o Systems Hand­
book since Rev . D. 

Updated Sites which had not 
received Rev . A in mail with 
changes affecting Remoted 
Sites answered CNB QUE No. 1 

Corrections to DCI No. 7 

Upda ted DCI No. 6 

Upda t ed through Rev. C of 
subject document answered 
RKV QUE No . 9 and CSQ Que. 11 

EECOM Changes since Rev. D 

GNC changes since Rev. D 

LM Systems Handbook 

LM Systems Handbook 

LM Systems Handbook 

Calibration curves 

GNC changes t o DC I 6 and DCI 10 

Rev. B FCOH Updated Remote & Remoted Sites 
with lates t changes to the SOPs. 



18. Mission Rules Rev. C 

19. Mission Rules Rev. C 

20. 1M Systems Handbook Cha~ ed DCI ' s 6, 10 and 

21. Mission Rules Correction to DCI 18 

22. Miss ion Rules Rev. D 

E. MRR's - See Requirements Change Control Re port (Enclosure 4) for 
Breakdown of MRR's. 

F . FSR's - 101 FSR's were issued for 204/LM-l 

15 



IV. PIDBLlMS AND RlCOMMmDATIONS 

Problem: As in all missions, when launch day comes the Control Center 
is overrun with persons who are not required in support of the mission, but 
want to see what goes on and gain some real time mission experience. Mission 
day is not the time to come sit at a console and get experience. These 

-persons are not familiar with the consoles, display systems, comnunications 
disipline, or normal Control Center procedures. ?'Ale lowers the safety 
factor and disrupts operational person's work scaNUles to answer questions 
for these people. Also, people cannot help but raise the noise level of 
the operations room above that which is encountered during simulations. 

Recommendation: No persons should be badged for access to the Control 
Center after F~ days except those having a real time mission support or 

, management responsibility. Persons wanting training should get this during 
simulations, not on mission day. Persons having a real time job cannot 
act as policemen during a mission, therefore, management must take corrective 
measures premission to preclude this problem. 

Problem: The KSC Test Checkout Procedures (TCP 1 s) are not received 
properly and on a timely schedule to make corrective inputs to the ATillz 
representative prior to the actual test. Too many people waited until 
the 24 hour briefing to look at the TCP 1s. In some cases, this was due 
to the late arrival of the TCP I s. 

Recommendations: 

(1) The ATOO representative must insure that procedures are established 
and enforced for receipt of TCP 1s and that last minute changes are Data­
faxed in a timely manner. 

(2) A tighter control must be placed on accepting TCP corrections past 
the input cutoff date. Flight controllers must review and make inputs 
prior to the 24 hour briefing. The 24 hour briefing should be a briefing 
on how the TCP will be run, not a time to make TCP corrections. 

Problem: Extensive voice interface w.s required between the Display 
Controller and the Procedures Officer in set ting up times in RTA 1s 5 and 
6. This resulted from the Display Controller having the capability input 
times into the RTA 1 s and the Procedures Officer having the clock "start" 
and "stop" capability. 

Recommendation: If RTA 1 s 5 and 6 are to be used as much during future 
missions as they were on LM-1; it is highly recommended that complete control 
o.f the clocks be located on the Procedures Officer's console. 



TO 

FROM 

..,.,.,..., ... ,.,_.NO. to 
MAY t• IIMT10N 
UA l'PMII (<I Cl'II) 111•11,I 

UNITED STATES GOVERNMENT 

Memorandum 
Flight Direotor, Miaaion AS-204L 

Mission Requirements Support Engineer 

DATE: 

SUBJECT: Recommendations for future missions 

1 

Experience gained in support of Mission AS-204L in the integration and 
implementation of requirements is as follo'W81 

a. A problem existed in the interface betwen the flight controllers 
and the implementors in that flight controllers were spending a dispro­
portionate amount of time in attempting to resolve hardware and software 
discrepancies. Complaints were frequently badly defined, misdirected, or 
redundantly submitted resulting in poor accountability and vague status 
determination. 

b. A first attempt was made (unsuccessfully) to resolve the problem 
by defining more clearly to the flight controller the use of the MRR and 
the DR. 

c. The second, and more successful, move was to institute a "Flight 
Controller's Trouble Report" form which achieved the following: 

(1) Made it easy, timely, and convenient for a flight controller 
to define his problem completely (time, date, console, type of exercise in 
progress, data sources, etc.). 

(2) Relieved the flight controller of "follov-up" activity and 
responsibility and of responsibility for MRR/DR decision. 

(3) Provided to MCBB a document which could be reproduced "as is" 
and handed immediately to the Network Controller for DR action or which 
could be handed to the MCBB RCC Group if research and/ or MRR action seemed 
to be indicated. 

(4) Provided to the Mission Support Engineer (MCBB) a log of 
complaints from which it was easy to sUJIDDB.rize closed and outstanding items 
for night Director support. It also placed control at & single point. 

d. Post-mission meetings inside MCBB point to optimization of this 
service in the future by continuance of the FCTR and placetMnt of status 
reporting and follow-up in the RCC Group (as previously done) rather than 
transferring this function to the Support Engineer, thus, enabling them 
to vork in parallel rather than in series and providing the Support Engineer 
with IIX)re time for test requirements development, test review, test and 
simulation IIX)nitoring. The MCBB Support Engineer by his presence vould 

&y U.S. Savint,1 Bondi Ret,ularly on the Payroll Savint,1 Plan 



2 

become a convenient real-time point of contact for trouble reporting and 
expediting of aotion. He can also contribute to speed o:f 1.mplementa:tion 
by his real-time knowledge of days when no simulations or testing are 

scheduled. ~ 4> t~ ~ 
Otho c. Lind••7 I 



TO: E. F. Kranz 

FROM: W. J. McKenzie 

SUBJECT: Apollo 5 (2O4/LM-l) Mission Staff .Engineer's Post 
Mission Report 

9 February 1968 

Pre-mission planning activities were extensive and time consuming due to 

the complexity of the mission and the fact that this mission was to be 

the initial flight of the Lunar Module. The initiative, cooperation, 

knowledge of spacecraft systems and the team spirit of the flight control 

personnel were major factors in the success of this mission . Their per­

formance during the conduct of the mission, under adverse conditions, was 

exemplary and emphasized the skill, knowledge and devotion of these 

personnel. 

Some personal observations concerning the Apollo 5 pre-mission planning 

activities are contained in the following paragraphs. Some of these 

same observations, I am sure, have been made by other members of the 

Apollo 5 team. A few of these observations were developed from the 

keen sense of "hind sight" which seems to accompany the post mission 

"let down". 

Planning activity associated with the development of Flight Mission 

Rules would be greatly expedited if spacecraft systems constraints could 

be identified in the early stages of flight mission rule development. 

These constraints could be developed through special efforts of ASPO, 

E&D and the spacecraft contractors. It is especially important that 

the developers of the constraint understand how the constraint is to 

be used by FCD for contingency and alternate mission planning. 

Realistic constaints would be provided if this approach was employed 

to the fullest extent. Greater participation by ASPO, E&D and spacecraft 

contractors in the early development of flight mission rules is the only 

solution to this problem. 



2 

The compatibility of spacecraf t systems interfaces should be investigated 

thoroughly. Mathematical models should be us ed when necessary to deter­

mine interactions between systems with "off nominal" conditions. 

PGNCS software inflexibility and the long lead time required for changes 

dictates the requirement for more exacting and earlier mission planning . 

. More flexible software or shorter lead times for changes would alleviate 

some of the pressure on mission planning. 

Last minute changes to the trajectory, consumables loading, launch mission 

rules should be avoided if at all possible. Changes in these items tend 

to have a "snow balling" affect on mission planning. 

Contingency planning and alternate mission provisions must be keyed to 

percent of mission objectives achievement. This was accomplished very 

well in the Apollo 5 Mission. In retrospect, I can think of only one 

additional contingency provision that should have been provided; a long 

DPS burn in a PRA sequence. 

In bringing this report to a conclusion, I would like to say that I 

have enjoyed my relationship with you, an extremely capable flight 

director, and the capable members of your well organized team. I 

am proud to have been a member of the Apollo 5 team. 

7Y-cfl -»?er:(~ e, 
W. J. McKenzie 
Associate Mission Staff Engineer 
Apollo 5 (204/LM-1) 



~---· :.-run:....,_ 
UNn'ID ft'ATU GOVDNMBNT 

Memorarulum 
T0 ~t Director, JS-204/tM-1 DATS: 

.lttntion s Opc-ation and Proceduree Officer 

DOM . : Requiraant11 C2lange Controller 

IIDIJZC'l': Poatld.Hion repart of requirements change control activities during the 
. .AS-204,L lliHion 

1. Prooedure• and priorities as directed by FCD Office and MmB policies 
and rupcmeibill tie11 as outlined by previous Requirements Change Controllers 
(R001 11) vere UHd as ,uideline11 in conducting the RCC activities during th 
AS-.204L llia•ion. The activitiea performed are u follows: 

a. A Mater CC1P7 of the AS-204L MCC-H FCDAR was maintained throughout 
the preai••ion and mission periods. 

b. RCC provided liaison between operations personnel and the 
i.lllple1119ntinc organizations. 

c. Change• to the ground system were sul:arl. tted to RCC in the form 
ot MiHion Reconfiguration Requests (MRR' s) which were evaluated to 
determine it they- were vithin operational, system, and cost constraints. 

d. RCC naintained a status log of all MRR's that vere initiated. 

, e. In addition, RCC assisted the operation personnel by developing 
and writing new requirements considered necessar;r for mission support. 

2. During the period trom February 3, 1967, to January 17, 1968, a 
total of 265 MRR 1 s were issued by RCC. 

J. A general classification of MR.R's versus the organization responsible 
for initiating the request is shown in Enclosure 1. 

Enclosures 2 

ce: 
rc/n. H. Owen 

E. F. Kranz 
H. R. Goodvin 
L. A. DeLuca 

· FC?:J'Diallace:198 

FC/J. L. Cole 

j)d;i{i;l 
ames E. Wallace 

Requirements Change Control 
Mission Control Requirements Branch 

C. E. Swearingen 



AS-204/LM1 

Classification of MRR' s V~rsus Organization 

· fCJ2 FSD· PHO l:10 ASTD LRD ,ASPO TOTAL 

Label and Color 20 16 36 
Changes-

Programing and 26 15 41 
Label Changes 

Cross Connect ( or 
Patching) and label 11 3 1 15 
changes (events, 
meters, recorders 
and/or PBI's) 

Documentation 5 5 changes (MCC-H FCDAR) 

Communication Changes 33 52 1 86 

TLM Data Flow 6 6 

D/TV Program Change 7 7 

Group Display (label 6 4 10 changes, delete drivers) 

MSFN FCDAR update, 
patching and label 5 5 
changes 

MSFN DRUL Command 1 1 and Record 

Miscellaneous 10 6 16 

Requiring E.O. Action 2 2 1 5 

Superceded by other 1 2 1 4 
document 

Cancelled 16 11 1 28 

Total 149 111 2 1 1 1 265 
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MAY t• SDITION 
OM ODI. ,-o. NO. D 

10,0-,01 

UNITED ST ATES GOVERNMENT 

Memorandum 
Apollo 5 Flight Director 

Apollo 5 Network Controller 

DATE: January 26, 1968 

SUBJECT: End of Mission Quick Look Report 

i 

1. This report will be covered in five parts as follows: 

a. Tele.retry 

b. Command 

c. Track 

d. Communications 

e. Communications Processor 

2. Telemetry 

a. Redstone telemetry computer red from before liftoff until a 
GEI' of 05:42:00. Problem is still under investigation. The one green 
computer was loaded as a command computer for launch phase and as a 
telemetry computer for Revs 2 and 3. 

b. On Rev 3, GWM high speed telemetry was not received at MCC. 
A GSFC Communication Line Terminal (CLT) could not lock up on GWM data. 
We suspect a bad CLT. CLT's were switched shortly after the pass and 
static data was again received at MCC. 

c. After Rev 3, all sites were experiencing noisy downlink from 
the LM on both VHF and USB links. 

3. Command 

a. The GMI'LO load plus S-IVB history request apparently caused 
both 642B computers at C'YI to fault. Problem is under investigation. 
The faulting occurred after the CYI pass with no data loss. Computers 
were reloaded for the next pass. 

b. Only five executes out of a total of 378 uplink requests for 
the spacecraft and launch vehicle were lost. One execute l oss is 
attributed to a CP Polynominal Buffer Terminal (PET) hangup. Three 
other execute losses are attributable to a failover from one 40.8 
line to a backup. One execute loss still unexplained. We feel, however, 
that this loss (5 out of 378) is quite remarkable and that the high 
speed con:me.nd system functioned extremely well. 

Buy U.S. Savings Bonds Regularly on the Payroll Savings Plan 
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c. Several executes sent produced spacecraft rejects. This is 
attri}mted to the weak and fluctuating signal strength in the spacecraft 
receiver 

4. Track 

The only significant problem was the generation of acquisition 
messages. RI'CC advised that at one time they had used a telemetry 
vector to anchor the ephemeris. This vector is assumed to have been 
erroneous. As a result, sites received erroneous acquisition messages. 
This resulted in ACN not locking up on Rev 3 and CAL locking up late 
on Rev 2. The problem is still under investigation. 

5. Communications 

No significant problems to report 

6. Communications Processor 

The only significant problem was the PBT hangups. These occurred 
throughout the day and had to be manually cleared resulting in momentary 
drops of data. Problem is still under investigation. 

FS: GDO: cd 

m . / :£/-"\ - -· 1J1}1 
~V;<~- ;(fl __ ('µ~ 

George D, Ojalehtf 



TO 

• ----------•<•-)IM•IIA 
UNITED STATES GOVERNMENT 

Memorandum 
.AS-204/LM-l Operations and Procedures Officer DATE: 

!968 

FR.OM FC25/James L. Kitchen 

SUBJECT: Addendum to postmission report for FD SSR Command Support Console 

\ 

Reference is made to paragraph 2, mission activities. To expound upon 
the GM'l'LO problem, it should be noted that the LM Command History was 
received at CYI and processed and returned to the MCC. Subsequent to 
that, an SIVB Command History was requested; and as it was being 
processed, the MCC transferred the GM'ILO load to all sites. CYI 
received six high speed GM'ILO loads and one low speed GM'ILO. Thia, for 
some undefined reason, put both the command and telemetry computer in a 
loop that took a reinitialization of both computers to correct. The 
SIVB Command History was not written on a magnetic tape as a result. 
Another interesting point is that six other prime sites did not receive 
the low speed GM'l'LO but did receive one high speed load. It is not 
known if there is any significance to this or not. 

The six high speed loads at CYI was noticed during the mission by the 
TTY high speed validations returned but was not confirmed until post­
mission. 

+ -· ,>'t?, ~ _ - ;1. l_", l · - - -- --

James L. Kitchen 
I 

FC25:JLKitchen:jrh 

B11y U.S. Savint,s Bonds Re1,11JarJy on the PayroJJ Savint,s PJan 



204/LM1 Telemetry Support Post Mission Report 

Flight Control Division participation in 204/LM1 program testing 

began during the SIT 1 s. During launch vehicle SIT 1 s LM systems 

personnel manned all consoles and tested event lights, chart recorders, 

and D/'N using the AC-8 tape as a data source. Launch vehicle personnel 

performed the same tests during LM SIT 1 s. This procedure allowed an 

earlier than usual look at the AC-8 data at no increase in computer 

time. Numerous program and/or hardware discrepancies were found (on 

the order of fifteen (15) plus discrepancies). Earlier than normal 

discovery allowed most of these discrepancies to be corrected. At 

liftoff, one bi-level word on rebroadcast summary 65 was invalid. 

This affected eight parameters, but was not corrected as it was not 

discovered until T-J days. No explanation for failure to catch this 

error is presently available. One error on SLV summary 51 was also 

not corrected. This was minor and only appeared on remote site generated 

summaries. All personnel were advised of these discrepancies. 

FCOB and MCRB personnel monitored the FCD network validations, 

obtaining hardcopies and history printouts. These were checked for 

data content and validity. No errors were found at this time in the 

MOC Program; however, six errors were found in the TSPAP history program. 

These were corrected. 

A four hour FCD data flow test was held on T-10 with launch vehicle 

personnel. FCOB personnel checked LM data and obtained history print­

outs. These were checked and then reviewed with LM system engineers. 

They felt that this was a valid test and no additional testing was 

needed. 

During testing and simulations it became evident that LM redundant 

parameters were not progrannned from the same TLM slot in high speed and 
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low speed data. If all redundant parameters should be progrrumned from 

the same slot a requirement should be generated. There were no such 

requirements for 204;1,M1. 

No plus time support was required from this position other than 

verifying that SLA deploy operated properly during network validation. 

These indications were among those verified bit by bit from ALDS and 

RSDP programs. 
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UNITED STATES GOVERNMENT 

Memorandum 
TO AS-204/LM-l Operations and Procedures Officer DATE! _. 

FROM FC25/Jam.es L. Kitchen 

SUBJECT: Post.mission report for FD SSR Command Support Console 

l ...... 

1. Premission activities: 

a. Premission activities; in so far as the command support position 
was concerned, consisted of delineating what was really desired in the 
way of support from that position. This was clarified after the fourth 
or fifth simulation. Since the Vehicle Systems SSR could not keep the 
Command Matrix up in anything except post pass, we requested control and 
operation of the ~ommand Matrix to facilitate real-time accomplishment. 
The request was granted, and it was felt that the real-time display of 
the Relay ·Matrix helped establish mission confidence during simulations. 

b. During simulations, we were able to aid in the correction of 
certain command area discrepancies such as RTCC transferring loads with 
sequence numbers of zero because the RSDP would not accept or process 
them, not requesting more than one Command History at a time because it 
aborts the one in progress, high speed loads being transferred but no 
English Translation (ET), and notifying the A.FD or Cl&P that the Flight 
Controllers were not announcing commanding on the same c_ommunication 
network as per the direction of the Flight Director. The latter continued 
to be a problem throughout the premission phase. This made MOCR command 
coordination difficult, and it was impossible to keep up the Command 
Matrix in real time, especially when commands are sent and not announced 
at all as was sometimes the case. 

c. Post-APS 2 simulations went very well. None of the anomalies 
experienced in paragraph b existed during the post-APS 2 simulation. 

2. Mission activities: 

The mission activities went much smoother than the simulations. Very 
few command~related discrepancies were noted. The problems noted in 
l.b. were almost non-existent with the exception of the ET, especially 
on the GMTLO. CRO, ACN, GYM, GDS, TEX, and HAW did not get the low 
speed GMTLO and only in one small sequence did the Flight Controller 
doing the commanding forget to announce the commanding on the network. 
In the case of the ET, CCATS is aware of the problem and corrective 
action will be taken. 

3. Conclusions: 

The mission was nominal fr.om a command support standpoint. Methods to 
smooth mission operations are covered in recommendations • 

\ 
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4. Recanm,nd1 tJ.ons 1 

a. The decision or the Flight Director to discuss oornrnand1ng and 
organize the r.cwnand plan on the Flight Director's loop and to perform 
the actual r..,,,-•nd1ng an the RTC loop was a good decision but during 
sillmlationa, tev l'li&ht Controllers responded to th• decision • . Thia 
is wb7 the r.CIIPD•Dd plan and the Relay Matrix did not refiect the correct 
status in real time in some cases. That is also the reason the Conlnand 
Support Console requested to take control of the Relay Matrix because the 
other SSR1s did not have all of the communication loops that the other 
Flight ControRers were using. 

It doe■ not ll8lte a:rq difference what commtmication loop the ~ommand1ng 
is announced on as long as it is announced and on a communication loop 
that .!JJi. consoles have. 

It is recamnended that !Ji. positions needing access to commanding 
information have the RTC loop installed and that any Flight Controller 
CCJl'WD•nd1ng announce what r.ornrnand he is sending on that communication 
loop specified by the Flight Director. If it is necessary to command 
on another loop, Master Access should be used so that the RTC loop 
and the other loop can be used. 

b. Delete the ~ommand support position. If paragraph a.-above 
is implamented, the Relay Matrix can be accomplished in real time by 
the Vehicle Systems SSR as before. The other command support functions 
are supernuous to the CCATS command consoles. The same support can be 

' provided by that console. They have more and better facilities to 
accomplish the same objectives. They are more closely associated with 
the programs (both CC.ATS and RSDP) and are in closer contact with 
IST/NST tor answers to questions outside the MCC. To sum it up, it is 
a CC.ATS comm.and function. Let them do it. 

-~~Q.1V~ 
~es L. Kitchen 

PC25:JLK1.tchen:jrh 
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TO 

FROM 

SUBJECT: 

CIPTIGNAL ,OIIIM ND. tO 
MAYl-alfflCIN 
NA P?IUI ('1 CPR) 101-11,I 

.UNITED STATES GOVERNMENT 

Memorandum 
AS 204/LM-l Operations and Procedures Officer 

FC261/Harley L. Weyer/Axel M. Larsen, Jr. 

Plans Position Post Mission Report 

1. Premission activities 

DATE: Jan. 30, 1968 

a. Overall, the premission activities went smoothly. All messages 
that were received were given prompt attention and logged and filed. 

b. we received 46 queries of which two queries were cancelled. we 
sent 44 query ans~ers. We originated two queries and received six query 
answers in respori&e from the manned sites. The longest delay in answer­
ing a query was six days and three hours. The shortest delay was one 
hour and 40 minutes. The average delay was 33 hours. At t imes the status 
of query answers were hard to determine because more t han one person had 
taken some action on them. 

Recommendation: One person should have the responsibil i t y of knowing the 
status of all queries. He should direct the action t o be t a ken. No one 
else should take action without his knowledge. An action l og should be 
kept by the one responsible person. It should contain: 

(1) The I1I'G and the source of the message requiring an answer. 

(2) The action to be taken on the message. 

(3) The I1l'G of all outgoi ng messages even i f they do not answer 
other messages. 

(4) A serial number that will be placed on the message going out. 
The action log could be updat ed by a second person wit h t he delegated 
responsibility to do so. 

c. Some concern was expressed by the RKV CapCom t hat messages being 
sent to his station were not coming from a valid s ource. I suspect that 
other remote sites had the same concern. 

Recommendation: Every message going out from and coming to the MCC should 
have "from" and "to" lines. An example follows. 

(CALL SIGNS) 
FM: GNC I CARLTON 
TO: RKV CAPCOM 
OPN - OP NR 001 - TEXT 

Buy U.S. Savings Bonds R.et,11/arly on th, Payroll S1111int,s Plan 
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The ■eri&l n\lllber in the above me11ac• 11 the 1ame as recommended i n 
p&r&gr~p:tl b(4) ab~!9• . Thia type of header would insure t hat: .. ' 

(1) The recipient knows exactly where the information came from. 

(2) The proper per1on receive• the me1sage. 

(3) The coordinator baa 1een the mea1age and approved it. 

2. Mission activities 

a. The Site Activity Plan (SAP ) form was used during the mission. It 
.was used for logging the configuration of the remote and remoted sites which 
havecomma.nd capability. During periods of heavy commanding, i t was necessary 
to take the SAP off channel 61 so that an additional command plan could be 
shown. 

b. The Command Plan form was used and updated during t he mi s s i on. 
Writing individual commands on slips of paper and laying them on t he form 
rather than writing directly on the form fac i litated quick changes in 
command plans in real time. 

c. Some difficulty wu encountered in getting hardcopies of a valid 
Predicted Site Acquisition table, This was due to the large deviations 
from the nominal trajectory &nd the frequent use of the table by the 
Flight Dynamics Officer, As a result, we had difficulty i n supplying 
the Procedures Officer with valid pass time and LOS of last s ite in the 
CONtJS pass after the third revolution. 

Axel M. Larsen, Jr. 

FC261:HLWeyer:AMLarsen:wlb ~~/ 
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UNITED STATES GOVERNMENT 

Memorandum 
Apollo 5 Flight Director 

Flight Dynamics Officer 

DA TE: FEB 9 1968 

SUBJECT: Postmission report 

Date: January 22, 1968 

1330Z Preliminary console check performed. No discrepancies were 
seen. WHS and CAL sites wre red with El'O for support of one 
hour each. The problems were in the onsite 1218 computers. 

134oz Lenxm-1-Alpha reported that the IP was in a one-computer 
configuration at that time but would support the first FIOO 
trajectory run. The. insertion IRV would 1Je passed as was 
discussed in the CDIJI'. 

1345z RED reported that the onboard TM computer was red with an 
EI'O of one hour. 

135oz Conditioned the Rl'CC for actual launch. Both the MJC and 
the DSC were up for support. TRK reported that BDA., RED, 
DA.TA CORE, and the IP would support the first FIOO trajectory 
run. RED would not be able to ship TM data however. 

14oOZ First FI:00 trajectory run was initiated. Good transmission 
of all data was established. Received telemetry tapes from 
DA.TA CORE and BD\. Received radar tapes from IP and RED. 
Run was good. Select did report however, that some real­
time data was received during the run. Further investigation 
revealed this data to be USB test data from the EI'R. 

14,0Z Received the IRV from Lemon-1-Alpha via voice loop. 

1435z Established voice contact with the RSO on Cape l .'. l , PL, and 
Flight Director's loop. Good voice communication on all loops. 

1500 CAL radar is reported green and go as was WHS. It was noted 
at this ti:im that the ACR vector transfer procedure during the 
first trajectory run had gone awry and t1ro subsequent attempts 
had met with limited success. This problem was noted to be 
corrected. The ACR was checking the hardware at that time. 

1530z Both IP computers were up and ready to support as reported 
by Lemon-1-Alpha. No CAL bore sight test was to be done. Hold 
began here. 

Buy U.S. Savings Bonds Regularly on the Payroll Savings Plan 



160oz 

16o3z 

16roz 

174oz 

1746z 

1758z 

1852z 

1901Z 

1921Z 

1926z 

ro13z 

ro48z 

2ll0Z 

RED. is red for the TM computer with no E'TO . Received RED 
and WI'N coordinate■ tran Net'WOI'lt and relayed them to ACR 
and Select. -

Gave ACR the targets· that -"Were onboard. 

Flight advised all stations of hold due at 'l' - 2+30 . Al so 
received the CSQ and RICY coordinates f r om Tt;K which T:ie r e 
relayed to the Rl'CC and ACR. P.equeste,1 f light t hat we b0 
allowed to take the MX back to orbit phase to check the 
ACR vector transfer procedure a.gain. 

Flight gives the OK to go into orbit phase agai n. Input 
nominal insertion vector and good t r ansfer was established. 
Original problem was hardware and uas corrected. 

Began M:>C recycle. 

Another one hour of hold was announced by Flight . 

2 

Ca.i SUPE me.de a restart tape i n OOC a s hold. continued. Retro 
support advised that the SSR Plotboard No. 1 was red f or 
hardware problem with ETO of 1 hour. 

B-Restart tape completed and M)C and IlSC announced up and 
processing. 

AFD requested ADS/I/JS data for .ETR sites. 

AFD received AOS/IJJS data from Firo. 

RErRO SUPPORI' confirmed that the SSR plotboard -was repaired 
and UJ?• 

Voice check with RSO revealed that the CAPE ill loop was bad. 
No contact was possible on that loop. Network was advised of 
this problem. PL voice communication was good. 

CAPE ll1 loop was still bad. Problem was determined to be 
at the Cape. RrCC was conditioned for sinrulated launch . TRK 
advises all stations would support. 

FIDO trajectory run No. 2 began. FuD. support was attained. 
At 8+36 into the test, the IP data dropped completely out. 
TRK advised that the dropout \ras a hardware problem at the IP 
and that they requested another run. RED data came i n good 
but dropped out near end of run. Problem -was not known. 

Firo advised Flight of the problem and requests rerun of 
trajectory run after IP inhouae run. Flight granted request 
and nm was planned. 



2115Z 

IP complex inf'onood tro.ck that they would "lift-off" o.t 
21+25+00Z. 

Redatonc 1lti l;n problem was reported to lla.vc been cau:,crl by 
patch boa.rel mlxup or CP problem. 

-,, 
.) 

Lost BJ() FL nml repor t ed snme t o Ne twork . Co.pc 111 sLUl good . 

Lif't-of1' or IP rerun. All do.to. looked. 1,;ood o.nd FI OO i nformed 
Flight thnt 1-1\.! were GO for lnunch. 

li'IOO wu:.; n.J.vi:.;c{l by 'i'rack thnt the C.\L , a tbr wa :; " U1W" . 

FI.DO begon tnri.::;ct qunnti ty check with dynu.rnlc s nrnl t ra j ect or y 
( completed nt 21 )9 ). 

CAL reported "green". 

ncqucctcd COt>IT'Uf l~I1 SUPERVISOH coni'l.Hi on t;hc In'CC f.'or l C1.u.:1c h 
ph~sc. 

Lmmch l 'hnsc Sunuunry: 

~ 9+22 

I nun.:diatcly aftcr lift -off inJ.icnt :i.ons, the Gui clo.ncc O1.'r.iccr 
commanded GHH. Lift-off dn.ta source wn.s I P smooth nnll 
Flic;ht was informed of same. DurinB f'i rst stage f l l~ht, the 
LGC telemetry vectors seemed to "lo.1l (in flight path ~) l.hc 
IP and IU sources. It was at first thouGht that a possibly 
late GRR was the cause but Guidance later, in first sto.ge 
flight, confirmed that the LGC had indeed sensed l.lG and 
had released the platform automat i cally . Almost coincident al 
with this report, the LGC lag began to "catch up" with the 
IU and IP. Staging source was the LGC and t he report of q_ < 1 
came shortly thereafter. As soon as the trajectory conf irmed 
staging, comparison of the sources confirmed that the only 
remaining biases were due to differential system time delays 
between the radar and telemetry data processing . At this 
time, the SIVB cutoff event switch was placed i n the nor:nal 
position. As the plotboard.s entered third scale, a downwar d 
deviation (in y) away from the nominal was noted. This 
trend slowly but definitely was corrected back to nominal at 
about the time of MODE IV capability. (It is interesting to 
note that the GSSC had always flown this type of trajectory 
and when it was called to their attent i on, they confirmed 
that they were flying the MSFC timeline in their generation 
of trajectory data. They were able t o generate the "nominal" , 
however, by moving the tine of the final PU shift a little 
earlier than nominal. Thus, if the AS-204 booster was indeed 
late in PMR shif't, it would seem to verify the resultant 
trajectory effects.) 

As the h vs. d and V vs. y plots confirmed MODE IV capability, 
Flight and the RSO were informed same. 
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9+4o The RSO reported African overflight. 

9+55 J-2 cutoff occurred early, from a time standpoint, and this 
was later thought to be caused by the slow PMR shift. 

The IU telemetry was used as the thio"4 scaJ.e cutoff source. 
IPR indicated a y difference of 0.00 and a velocity difference 
of + 2 f'ps. The I.CC differed from the IU by - 3 f'ps (slower) 
and a -0.05° (lo~r) in y. 

The RS0 was requested to "SAFE" the booster and this event 
was verified to the Flight. 

The insertion orbit was 87.4 x 118.2 n.m. and was verified by 
BD\ at 87.6 X 119.5. 

Mission Timeline: 

10+42 

12+56 

14+41 

16+56 

20+13 

22+00 

22+3() 

25+00 

26+oo 

29+49 

Monitored a normal nosecap jettison and Guidance report of 
"cutoff +50" • 

Requested Dynamics to input time of SEP maneuver as 54+00. 

Passed .A1lr L ignition times to ACF (4+4o+00 and 6+15+00). 

BD\ OC's 8onf'irmed insertion orbit at 87.6 x 119.5 and 
i = 31.63 • At this time J-2 cutof'f was confirmed to be 
9+53 and dynamics was instructed to change time of SEP to 
53+55. 

Could not make any display requests at aJ.l, yet TV channels 
,rere not red. 

Flight still unable to confirm SLA deploy. 

GSFC sent Post SEP vector. 

CYI TM readout of A and B relays position indicated SLA 
deploy but the physical monitor could not be verified. 

Had to reject Redstone data. 

Track was requested to change tracking configuration of CR0. 
CRO had been scheduled to come up tracking the LM but in that 
SLA deploy could not be confirmed, it didn't seem advisable 
to induce the possible C-Band radiation problem that we had 
heard so much about regarding the SLA PYRO' s. 

(As soon as separation was confirmed, Track instructed CR0 
to track the IM beacon.) 



32+00 

35+00 

38+00 

39+00 

49+00 

49+50 

50+00 

1+03--1-36 

1+04+00 

1+05+23 

1+13--1-

CYI data was rejected. Track mentioned something about the 
IU beacon triggering the IM beacon but the CYI problem was 
later found to be a misalignment of the FJNE range encoder. 

COM SUPE began an A restart tape. 

ACF began generating ground track data for recovery. 

Network called down and requested time of J-2 cutoff and 
insertion for the SRO? 

CSQ confi~d SIA A and B relays indicating deploy but no 
physical monitor. 
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TAN conf~rmed 87.5 h x 119.2 h n.m. orbit and an inclination 
of 31.63. P a 

Requested Select to go to H/S trajectory processing through 
separation .and requested Track to switch CRO beacon to LM 
as soon as separation was verified. 

CRO TM vsctor indicated 92.3 h x 117.7 h and an inclination 
of 31.99 until the next s/c ifitegration ~~cle indicated 
93.4 x 117.5 n.m. and inclination was 31.9. Although CRO 
H/S C-Band was noisy, the inclination was holding at 31. 63°. 

CRO C-Band low speed data conf irmed the separation orbit to be 
89.8 x 119.5 and the inclination at 31.64°. 

Requested dynamics for the time of 100°w longitude in the FOD f or 
revolution number 1. This t~ was 1+3440 and would have 
been used as an AIIr C execution time should it have been 
needed. 

AFD given postseparation orbit of 90 x 120. 

The RFO computed TD to be 400+19 and MP-11 enable to be 
4+32+49. This T fime was input to the RrCC for the initial 
calculations if me DPS No. 1 maneuver. The critical maneuver 
parameters are listed below: 

Tig = 3--1-59+40.4 

T / = 4+00+17.8 
C 0 

I\i = 345.0° 

P. = 39.9° 
l. 

6TB = 37.5 SEC 



1+13+:::0 

1+16+00 

1+21+23 

~ 1+30+ 

1+4.l.+40 

1+42+20 
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Select informed FOO that he had a ~ormt 68 TLM vector from 
CAN. This vector was checked for validity in the rec and 
then transferred to the M>C lbere the DPS No. 1 maneuver 
was recomputed ,as sumimrized below: 

Tig. = 3+59+40~-8 

Tc/o = 4+oo+17.9 

~ = 366.0 

pi= 32.3 

MB= 37.0 

0 

As can be seen, the agreement between vectors~(TL~ and TRK) 
was veey-good -and- any difference can probably be explained 
b7 the launch azimuth alignment of the LGC. 

The orbit as predicted by th8 CAN TM vector was 88.9 x 116.8 
with an inclination of 32.02 • 

RFO instructed dynamics of a weight update with an indicated 
t:.. of about 34 pounds. 

Reinput of CRO C vector to recheck DPS No. 1 af'ter the 
weight update showed no change in DPS No. 1. 

Results of DPS No. 1 double integration showed h to be 
91.8 n.m. The .ACF computation of ignition was ~5~Efio.9 and 
cutoff -was 4-+-00+18.2. 

Select was instructed to go to H/S in an attempt to receive 
CAL and w'HS data. In that the w'HS data was "Off-TRACK", 
Select requested to go back to low speed and then back to 
high speed. No data was received. 

The H/S MLA radar data we.a com:1.Ilg in and looked good. Short 
arc data from MIA cogtirmed the orbit at 89.8 x 122.0 with 
an inclination 31.62 • At this time, we returned to L/s 
process~ and input 4+32+49 as enable for mission phase II. 

' 
The .ACF passed the following information for .AJJr L: 

Tig = 4+38,+-23.7 CPr6 X = +0.24045200 

Rec0I111Ended Tc/o = 4+39+27.2 Y = -0.50321364 

~ = 326 z = +0.83003543 

pi= 282 

he.Result= 122.9 

hpResult == 89.9 



1+43+00 

1+46+56 

1+49+35 

1+50+3() 

1+55+45 

1+57+oo 
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Track informed FIDO that he suspected PAT was tracking IU. 

Based on the CRO C-Band data, the DPS No. 2 maneuver iterated 
103 times, regained throttle control at 4+43+07, spent 6+11 
under thrott::..e control, and: 

Tig = 4+36+56.7 

Tc/o = 4+49+18.0 (APS No. 1) 

!\i = 340 

Pi :: 301.6 

~S = 919 lb. 

The ACF began passing additional ALT L data as f ollows: 

T. = 6+14+07.5 CPT6 X = +0.16473225 ig 

Recomnended TC/O:: 6+15+06 Y = -0.58478910 

!\i = 12.24° Z = 0.79428266 

pi= 179.5 

haResult = 156.64 

hpResult = 85 .74 

Select was requested to input the Bn\ telemetry vector to the 
DSC. This was done. Dynamics noted that the engine pulsed 
during DPS No. 2 prior to recomputing the engine on algorithm. 
The vector was then transferred to the MOC and t he DPS No. 1 
and No. 2 maneuvers were recomputed. 

Based on the Bn\ TM vector, the DPS No. 1 maneuver was as 
follows: 

Tig = 3+59+4o.9 

Tc/o = 4+00+17.9 

!\i = 354.8 

pi= 32.4 

b.TB = 37.0 

The ACF completed the PAO data and it was sent to PAO. 



2+03+49 

2+16+ 

2+21+43 

2+25+25 

2+34+44 

2+40+00 

2+45+00 

2+47+00 

2+48+00 

2+48+30 

2+51+41 

2+53+36 

3+02+33 

3+05+20 

3+14+09 

3+16+13 

e 
Select had completed IC' s on CRO, CNB, WHS, MIA and BY\., 
and updated. Based on these IC' s and the Bu\ teleretry vector, 
the ACF was instructed to perform DPS No. 1 double integration. 

Results of double integration indicated an h MIN of 91.4 n .m. 
Therefore no navigation update would be needga. Further, 
the middle gimbal angle was acceptable and t he tiwe of i gnition 
was inside CRO ACQ; therefore, no target update would t2 
necessary. This information was later relayed to Flight. 
The DPS No. 2 maneuver was recomputed based on the EDA. trac::ir..,::; 
and was also acceptable. 

The Com Supe reQuested permission to ,.rite a restart tape ,nen 
we got past ·:iOM . 

(C RO o0 
ACQ) 

The CRO telemetry vector was input t o the illC where it 3.G::,.:.:-. 
caused pulsing of the DPS No. 2 maneuver prior t o recoi,iputit~~ 
the ignition. This was e~'1)ec ted . 

The DPS No. 2 maneuver information was passed to FD 2.s :::'ollo~,s : 
T. = 4+37+31, Tc/o 4+49+26, E\r~ 341, P .~ 301, ~S 1353, 1:::0/ 
1Jij3+ 37 / 5+49. i 

The Com Supe was given a go for the restart tape. 

Restart tape complete. 

Updated on CRO G telenetry. 

Requested the time of 100°W in revolution number 2. Time was 
3+07+42 (based on telemetry). 

Requested ESE to reset his telemetry events to reoove the 
erroneous telemetry indication of J-2 thrusting. 

CRO C-Eand data verified the DPS No. 1 and DPS No. 2 maneuvers 
would still be acceptable should a navigation update be requir~~ . 

Still no CAL tracking data in H/S . At this time, RED and l·t!:LA. 
reported, through track, that their IRV's were bad. The ~TCC 
was instructed to go to low speed processing and "force" new 
IRV' s to MIA and RED. 

RI'CC went back into H/S. WHS data looked terrible. 

Track indicated that previous CRO and PAT IRV were off. (At 
this time, it is suspected that the IRV's were generated on 
tele~try vectors and this may explain the bad IRV's.) 

ACF received SIVB post-passivation vector. 



3+28+00 

3+37+34 

3+45+00 

3+47+47 

3+51+40 

3+52+40 

3+55+14 

3+5 + 

3+59+ 

'4+02+14 

4+03+00 

"Maneuver" informed FIOO that should the DPS No. 1 maneuver 
overburn, such that the resultant apogee was ~ 185 n.m., the 
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DPS No. 2 maneuver would begin to encounter gimbal-lock problems. 

The DPS No. 1 maneuver was placed in the DMT and the ephemeris 
was updated based on ANT 33. 

DPS No. 2 was recomputed and was OK. 

GSFC computer down with a 10-minute estimate. 

Yaw informed FIOO that he was site-selected to CRO. 

Track informed FIOO that the CAL 1218 radar computer was "RED" 
and had an ETA of 3+08+00. No reason was given . 

The Rl'CC was placed into H/S mode. 

LGC predicted T. = 3+59+40. 1g 

LGC went to FOO and "forget it" following an early cutoff . 
Planned orbit was 115. 5 x 1 74 .1. The short burn placed ns in 
a 100 x 119 orbit as predicted by H/S data. 

CRO low speed C-Band data confirmed the cutoff orbit as 91.5 x 
119.1. 

Instructed Dynamics to delete DPS No. 2. 

4+0 ACF was immediately requested to recompute ALT L wi. th a T. of 
6+15+00. 1 G 

4+28+00 

4+30+00 

Requested 100°w REV No. 3 in the FOD. Time was 4+1J.0+58 
would have been valid for ALT C execution on REV No. 3. 
execution time for next revolution was noted as 6+15+00 
as ALT L T. ) • 1g 

and 
ALT C 

( sar.ie 

A need for a posigrade attitude for any stateside maneuvering 
was noted and dynamics was instructed to put a separation 
manetNer into the ll..fi' to find gimbal angles representing this 
posigrade attitude for the ALT C time of 4+40+58. The 
following §imbal angles '.lere passed to 8uidance. PM = 7.2°, 
P. = 213.6, Y = 50.9. 

1 0 

These gimbal angles were then reinpu.t t o the INr for a tirae 
of execution of 6+15+00 to insure that they would still be 
valid if ALT C needed to be executed at a later time. The 
angles ;18re good and would result in a local pitch attitud2 of 
of +27.4 • 

The above "separation" maneuvers were d2leted and the C3Q and CJO 
acquisition times were noted in order to begin evaluation if a 
complete rescheduling of MP-9 and MP-ll for a one-REV later execution. 
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The elevation angle at CR0 was 3.8° with a 4m+2gs pass (o0 
to o0

). 

The •'dmum elevation angl.e at the CSQ was 15.7 with ACQ at 
5+27+44 and IDS at 5+34+44. 

The DPS No. 1 maneuver -was reinput direct to the IMr and was 
as follows: 

Tig = 5+32+21.9 

Tc/o = 5+32+58.8 

I\{= 351.9 

M'B = 37.1 SEC 

The second DP~ mneuver was directly input and came out as 
follows: 

Tig = 6+o4+35.3 

Tc/o = 6+17+44 

~ = 357.6 

~s = 6oo lbs 

The resulting RKV acquisition time was 6+05+24. 

In order to support this pl.an, tw timer updates for DPS No. l 
wuld have to be made and a timer update wuld also have to 
be made for DPS No. 2. A navigation update wuld not be 
needed. 

(...J++43+00) The FD was informed of the above maneuver plan. 

4+5o+oo 

At this point the ACF recomputed ALT L targets and maneuver 
quantities were passed to the FOO. They were as follows: 

Tig = 6+14+13.8 

Recommended Tc/o = 6+15+12.3 

M'B = 58_.5 SEC 

(time of arrival at 
85 n.m. h ) p 

Guidance reported that the s/c had completed the maneuver to 
the desired attitude. 

WHS C-Band confirmed the orbit at 91.6 x 118.9. 

At this time the Flight int'ormed the F:00 that we wuld initiate 
AIJr 'C at 6+10+00. This would make the previously computed 
pitch attitude of +27.4 come to 111:f 7° at burn initiate. The 



.. 

6+03+41 

6+07+00 

6+07+36 

6+09+ 

6+10+ 

6+11+ 

6+13+36 

6+15 

6+16+ 

+ + 

6+46+ 

Plight w.nted to know "lotlether or not .APS No. 2 could be 
re-targeted following termination of PRA sequence No. 3 
af'ter the first .APS burn. 

He was informed that this could and would be done. 

A quick look at the intended maneuver in the GPM showed 
an impulsive postmaneuver orbit of 82 x 545. 

The FILO asked Flight to review how the PRA sequence could 
be reinitiated should tracking not be able to confirm a 
"go" orbit at burn termination. 

CAL, WHS, GYM, TEX and MLA were configured to provide H/S 
tracking data. 

RrCC was placed in the H/S tracking mode. 

RKV sent AGS select. 

No track yet available. 

+X on reported from RKV 

ll 

GYMS-Band data looked good--confirmed the maneuver as raising 
apogee and perigee. The Flight was continu.aJ.ly informed 
of the trajectory status (GO). 

Switched tracking sources to 'i-lHS and it continued to agree 
that we had a "go" orbit. Many data dropouts were experienced 
but every time restart was complete we still had a "go" 
orbit. 

APS engine cutoff was confirmed and WHS short arcs indicated 
a 93.4 x 526.4 orbit . 

Guidance was instructed that there wouldn't be time to process 
OC's for a vector for a navigation update and that the short 
data was aD. that was available. This navigation update was 
to be sent from ANT. 

FOO immediately set to generating APS No. 2 targets. These 
initial computations were complete prior to A.NT IDS. 

The upcoming HAW AOS was 7+38+34 with IDS at 7+45+25. 

The APS No. 2 maneuver details were as f ollows: 

T.::. 7+38+59.5 ig 

I\i:: 321.2 
0 



(~ 7+00+) 

7+ + 

7+ + 

7+10+00 

7+20+00 

7+35+00 

(7+38+00) 

Pi = 294.2 

MAPS = 518 
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This maneuver was verified by the ACF as having an hpMIN of 87.9. 

Requested Flight verify wh~ther he want~d to burn APS No. 2 
on the upcoming HAW pass or subsequent one. Flight indicated 
that we would attempt to burn on the upcoming HAW pass. 

RFO was requested to generate "P0S MA~c'' ancl "GET" timer loG.ds 
for Guidance. 

A request Has made to generate posiGrade altitudes valid fa:..~ 
the upcoming CR0 pass. They were: 

~ = 36.0 

P. = 351.6 
1 

Y = 320.3 

LVIlI = o, o, 0 at a Get of 7+07--:-00 

RI'CC to H/S to verify LGC had received navigation vector 
update from ANT. It hadt 

Necessary tL"Iler and target loads did not get in at CR0. 
Flight requested what would happen if burn was initiated 
late. A quick check of the guidance in the RI'CC with a later 
ignition time confirmed that the guidance equations could 
handle this late ignition but there ,,as no way of knouinc; 
the minimum perigee, also, the time of ignition would have 
to be later than the target arrival timet Should the burn 
have been initiated later, no real-time site HOuld be able 
to see the end of the burn. 

The FD i-18.S given this information. 

The FD decided to do PRA SEQ 5 over HAW REV 5. The Flight 
Dynamics team recommended IGN time of 7+39+00 or ASAP after 
A0S. The RFO reported an estimated 6400 pounds of APS fuel 
onboard (based on GNC data). 

Flight instructed Guidance not to send PPA SEQ 5 and asl-.ed 
us to start generating a new plan based on performing an LGC 
controlled APS depletion burn for neJ..--t pass over HAU ( REV 6). 

Flight was informed that the upcoming pass over HAH was the 
last command site prior to the neA't HAW pass and if a bu:-n 
was to be initiated, all targets would have to be generated 
and loaded at HAW innnediately. 



7+1J2+00 

7+43+55 

7+53+00 

7+55+00 
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Flight then decided to go a.head with PRA SEQ 5 this pass over 
HAW, but make first burn go to depletion. 

PRA SEQ, 5 was initiated and confirmed by t h e Guidanc e Officer . 
The follm1ing is an approxiI:la.te lis t of the event tir.ies 
associate d with PRt\ SEQ 5. 

+z on at 7+44+04 GET 

APS on a t 7+44+15 GET 

-:-X: off a t 7+44+20 GET 

GNC co1!llilanded engine start override approxb na.tel y 
16 seconds afte r APS I GN= 

+X on a t 7+11-5+14 GET 

+X off a t 7+45+30 GET 

APS depletion a s r eported by RKV appro;d mat,?ly 7+50+30 . 

In an atter:rpt to simulat e the PR/\. burn in the ITI'CC, t he 
following a t titudes ( gir.Jbal an~l es ) Here recorded from 
Guidance Officer report s 

';:;:$ 7+41~+00 GET 

';:;:$ 7+46+00 GET 

p = 920, P. = 00 

p = o0
, R = 13° 

Also, t he RKV reported an att i t ude 6eadgut of p = 260°, R = 100° 
with est imated tumbling rates of 20 - 25 / SEC. Based on the s e 
attitude report s and unavailability of track ing data, we 
were unable to simulate an effective maneuve r t o update the 
current ephemeris. NOT~ : No high speed track ing was available 
to monitor the PRA SEQ 5 burn and real time low speed data 
from HAW 1;a.s lost at 7+45+51 GET. 

Track reported possible loss of C-Bund beacon. FIOO then 
asked EECOM if he had any indications of C-Band or S-Band 
beacon probleras; he reported negative. Then suspected tumbling 
was probable cause of any beacon tracking problems. 

FIOO then instructed Track to configure all t he expected 
Network sites for the next two Rl!.-Vs · for attempt ing s/c 
tracking, with the following immediate plan: Ase, REV 6, 
should beacon track with their S-Band system and skin tracl~ 
with the C-Band radar. REV 6 PRE and TAN should both use 
their C-Band radar to beacon tracl~ since ne ither was capable 
of skin trackins. 



8+15+00 

11+11+00 

Shortly thereafter FOO received a request from EGL, through 
Track, to attempt tracking of s/c on next REV. Approved 
request and asked Track to provide all necessary data. 

Contacted NORAD through Flight Dyna.mies SSR ACF chief to 
determine if they had any post PRA SEQ 5 vectors--received 
negative report. NST Trinidad radar r eported, t o track, 
tracking 37 pieces at 6+25+00, which may have been the 
descent stage. 
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Af'ter HAW REV 5, no valid t rajectory data on the ascent stage 
was established during the ne;:t t wo REVS. The only lcnO'lm 
ascent stage trajectory data after this t ime was unusable. 
The low speed C-Band watertown tracking data received between 
7+43+56 and 7+52+32 GET proved to have large ranging and 
angle errors. And, the one low speed TM vector received 
from GYM at 7+54+59 was useless because the LGC did not 
know where it was as a result of the PRA SEQ 5 maneuver. 

The Flight released the Flight Control team after a f inal 
unsuccessful attempt to traclc the asc0nt stage at HN-T during 
the previous 15 minutes. 

Later analysis and queries confirmed that as of 1/26/68, no 
valid trajectoriJ data for the ascent staee after PRA SEQ 5 
had been established. 

Conclusions and Recommendations: 

The excellent support experienced by FOO throughout the mission from 
the RTCC, the ACF, CCATS Track, GSFC, the IP Comple:~, and all other interface 
personnel was most gratifying. 

A significant point to be made is, however, that in f'uture missions 
more attention must be placed on the interface with the "instrumentation 
tracking controller". "Track" has an important series of tasks to 
perform in order to properly configure and reconfigure the tracking 
network., especially during real time mission planning and maneuver 
monitoring. 

Also, during simulations, we had a number of occasions to receive (via 
TWX) vectors from the IP Complex, NORAD, and GSFC. \Ii th the exception of 
GSFC, these vectors were not compatible with the requirements of the 
direct input MEDS of the RTCC. In the future, it would seem that the 
direct vector input capability of the RTCC should be expanded to accomodate, 
not only IP and NORAD standard vector formats, but t he ;·lTRs as well. 
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Memorandum 
LM-1 night Director DATE:f£8 9 fa 

FROM LM-1 Guidance Officer 

SUBJECT: AS-20,41 Poat Mission Report 

1. Included in thia report is a SllllDmU7 of the Guidance Offioer' s 
participation in the various p&d teat and the LM-1 mission. Also 
included in the enclosure is a summary of all the command loads 
generated and a complete command history of all the commands trans­
mitted throughout the night. 

2. The Guidance Officers participated in the following pad tests, 
primarily f'or command support prior to beginning CDDT and terminal 
count operation■z 

Software Integration Test Ill - OCP KL-0024 

Pl111• Out - OCP KL-0016 

Flicht ReadineH Test - OCP KL-0005 

Software Integration Test 12 - OCP KL-0026 

3. CDDT and term1D&l oount au.ppart •• aa tollon1 

CDDT 

1/18/68 l2:24100Z 

13100100Z 

13132100Z 

LOO oloak &lipaent was pertm"Md with 
a 10 oen.ti-Hoond n.egatin biaa baaed 
on an antioipated positive drift between 
alignment and actual littotr. 

LGC ~ loadina atarted uainc the 
tollovi.na tapeaa 

Miaaion tape - REV B F06L001-K00068-02 1/08/68 

Launoh tape - RIV F F06LOOl.-KOOo67-06 1/08/68 

Miaaion and Launoh tape load1n, ooapleted 
and oroocap&HiDC started. 



1.3:51:00Z 

1.3:52:00Z 

14:.30:00Z 

15:40:00Z 

1/19/68 11:00:00Z 

11:34:00Z 

16:04:00Z 

It was noted that a VJ6E ( f're ■h start) 
had not been executed prior to starting 
the above tape loadings. As a result, 
the timers vere enabled, ver11)' bit was 
set, and LMP J was setting in the LMP -!l 
output register. 
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KS:: wae informed of the procedural error 
noted above and made an immediate decision 
to reload the memory using the proper 
procedure. 

Second LGC E-Me:mory loading was completed 
using tapes specified in 13:00:00Z pro­
cedure. 

MCC DSKY command checks were performed 
per T-18:50:00 procedure in OCP KL-0006. 

Considerable discussion had occurred con­
cerning the possibility of updating the 
ADIAI compensation quantity at T-J:.30:00 
in the CDDT from the value ineerted during 
the initial E-Memory loading. More back­
ground on this su.bject is given later in 
the countdovn activities. 

It was noted that the outer gimbal (that 
controlled by CilJX and affected by ADIAI) 
had increased in value from a 1/18/68 
19:41:00Z reading or 121.79° to a 1/19/68 
11:10:00Z readiDg of 123.15°. The initial 
ADIAI compensation was still in u1e b7 
the computer at that time (-71 meru/G). 

KS:: G&N personnel provided a nev ADIAI 
parameter and requested it be uplinked 
at T-3:30:00 in the CDDT. The new value 
was -67 meru/G, octal 75562 and was 
proTided verbally over BLK J (KS'ro comm 
channel). It was successfully uplinked 
per the procedure in OCP KL-0006. The 
DSKY oheok at T-3:30:00 in OCP KL-0006 
had been ocapleted just prior to the 
abon update. 



16:15:00Z 

17:Z7:50Z 

1/20/68 01:.39:00Z 

4. TmMINAL CaJNT 

1/21/68 22:00:00Z 
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LGC E-Memory verification was performed 
by KSC with three expected "error stops" 
noted. The tw addresses containing 
GLIFTOFF, wich was set to PCs.LU at 
initial E-Memory loading, and ADAIX, 
which ws changed at KSC 1 s request per 
the 16:40:00Z sequence. 

It ws discovered at DCS turn-off after 
E-Memory verification that the LGC had 
not been left in suitable configuration 
to monitor program alarm error codes 
should they occur. This resulted because 
"Key release" of the DSKY "Wasn't performed 
and thus prevented use of the DSKY displays 
by the LGC should it desire to display a 
monitor verb/noun and associated error 
codes. MSC recommended that KSC deviate 
the terminal count procedures and perform 
a V34E at the end of final E-Memory 
verification to prevent a similar situation. 
Each DCS turn-off gave error code 1106 
(Uplink too fast) as expected. 

The CDDT was scrubbed at T-00:20:00. All 
T-00:24:00 commands had been performed per 
OCP KL-0006. The system was safed at KS:: 
request with the following commands V34E, 
PRA SEQ 16 TIME WORD, amd REvmSE SEARCH. 

The following was discussed concernin~ 
launch criteria for the outer gimbal (CIDX) 
which was exhibiting considerable instability. 
It was determined from dispersion analysis 
that the instantaneous minimum perigee 
during DPS 2 and APS 2 was protected if 
the outer gimbal was always bias in a 
southerly direction, which wuld mean a value 
greater than the desired 122.05°. Analysis 
also proved that a smaller northerly bias 
could be tolerated. Based on the above 
information and a desired value of 122.05° . 
the following "red line" launch llm1 ta 
were set on C:OOX alignment 

6 
Maxiaum. nor­

therly toaeranea was 121.2 and southerly 
was 12.3.9. These variations incorporated 



1/22/68 14:40:00Z 

15:.32:00Z 

16:05:00Z 

16:21:00Z 

22:24:00Z 

22:4.3:00Z 

22:47:4.3Z 

5. LAUNCH PHASE 
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pad aiignm.ent uncertainty (quoted as 0.15°) 
and instantaneous peak to peak variation 
of the angle. It's the opinion of the 
Guidance Officers that enough emphasis wa 
not put on the possibility of the azimuth 
problem in pre-mission readiness reviews. 
The facts seem to become available very 
late in the launch countdown activities. 
I 

Latest information gave outer gimbal (CDUX) 
reading of 122.77°, somewhat biased in the 
desired southerly direction. 

Performed DSKY command checks per OCP KL-0006. 
Check ws successful. 

Final LGC E-Memory verification 'Was 
completed. Verification was successful 
with three non-verifies as expected. 
GLIFTOFF ( still at POSMAX value) and ADIAX 
(changed in CDDT). 

Performed a V.34E (per our recommendation 
at 17:27:50Z in the CDDT) to perform "Key 
Release" of the DSKY. 

Performed command sequence per OCP KL-0006. 
This included setting GLIFTOFF to the 
proper value. 

Performed command sequence per OCP KL-0006. 

Outer g:1.mbal (CWX) was reading 122.8° at 
T-25 seconds. 

Guidance reference release times were recorded as follows: 

GMT IOGRR (Occru.rrenoe of event C/747 at KSC) 

GMT S/CGRR ( TIDENT in s/c DOWNLINK) 

22:48:0.3.0.3 

22:48:08.86 

Thia mission also provided the first opportunity to test the hard­
line method of reoeiving IOGRR direot !'rom. the pad T.1.a ALDS. It should 
be noted that the prime method tor reoeipt of the time was by voioe !'rom 
KSC based on event C/747 (Guidanoe Reference Releaae). It waa known 
premiHion that the hardlin• was connected to event 0.360 (LVDJ. firing 
commit enable) Which could occur later than cr,47 b;r .300-500 milliaeconds. 
This time reoei ved T.1.a hardlin• was GMT IDGRR 22: 48: 0.3.47. 
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Immediately after liftoff the backup s/c GRR command• "5" and 
"enter" were transmitted based on the no indication by liftoff plus 5 
second mission rule. The commands were transmitted at 22:48:15Z and 
22:48:17Z respectively and correspond to a liftoff or 22:48:09Z. It 
was confirmed shortly thereafter that s/c GRR had occurred by onboard 
sending of acceleration, and not by ground co:mmand. Telemetry data 
delays may be attributed to implementing the mission rule. 

At approximately 60 seconds after liftoff an LGC navigation error 
in the orossrange plane was detected. The actual trajectory in this 
plane was nominal however, the LGC divergence was such that the LGC 
believed it was north of the actual trajectory. The dinrgenoe continued 
throughout both stages of night and by orbital insertion it represented 
approximately 400 fps of northerly navigation error in the orossrange 
trajectory plane. 

The abon described error had been expected due to the misalignaent ; 
of the outer gimbal ( COOX) in the southerly direction ( see pre1.aunch 
operations ror more information on this subject) at liftoff. Rough 
pre-liftoff caloulations assuming a misalignment of approximately 1° 
at liftoff indicated the navigation error could be as :much as 400-500 
fps. No estimation of further errors that might be contributed b;r 
acceleration loads during ascent phase were incorporated in the above 
calaulation. Launch vehicle and LGC guidance, navigation, and sequencing 
was nominal throughout both stages of night, with exception of the 
previously mentioned LGC crossrange error. 

The S-IVB cutoff time was slightly earlier than nominal. Actual 
cutoff time was at a ground elapse time or 09:53.0, whereas th• pre­
liftoff nominal was 09:58. This earlier time can be attributed to a 
slightly delayed engine mixture ratio shift cauaing more night time 
at the high thrust level during the S-IVB stage, but is well w1 thin 
expected uncertainty tolerances. 

6. ORBIT PHASE 

REV 1 

110: 00 The LGC entered MP6 (Pl3) upon sensing S-IVB C/0 as expected. 

19135 Booster had problem confirming SLA deploy and quad me to 1tand 
by to poasibl.;r stop the LGC Hquencing. But CYI and CSQ con­
firmed the SLA was deplo;rad. 

Zl.: 52 Upon oom.pletion of Mission Phase 6, the tillers wre enabled 
and timer Ill waa loaded ai:d ■tarted colll1ting down to MP7. 
The attitude ccapari■on between the LOO Ctu angle■ and th• 
m attitudes were in 10od agreement. 
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52: 08 Upon acquisition of IM at CRO, a quick check of the LGC and 
platform confirmed the Guidance system we "GO" for separation 
and so indicated to FLT. The separation sequence wnt as 
planned and time #4 was loaded to countdown to MPS (DPS COLD 
SOAK). 

54: 25 Upon entering MPS the LGC maneuvered to the cold soak attitude. 
The attitudes from the LGC agreed exactly with a set that had 

0 been gomputed by the ACF.
0 

The attitudes were Pitch 319.7, 
.fioll 3?8.5°, and Yaw 99.4 • Upon completion of MPS, Timer #2 
was loaded and started counting down to start MP9 (DSP 1). 

01:38:00 The LMP loads #2502 and #2602 were generated and loaded in 
MILA and TEX. The LMP commands were 3768 (RCS I-FEED CLOSE) 
and Y77g (RCS X-FEED CLOSE RESET). The loads were pre­
mission OOP 1 s. 

1:34:00 After checking the Guidance system status, uplinking of the 
two LMP loads was started at Texas. Load #2502 ws completed 
and part of load #2602 was ·done at Texas. The remaining part 
of load #2602 was completed at MILA. No problems were en­
countered while uplinking the loads. One thing ws noted 
while the initial command was in to close the prime relay 

REV 2 

and prior to the reset command, the telemetry indicated the 
X-FEED valve open. Once the res~t command was entered the 
telemetry had the proper indication of valve closure. 

During the Redstone, en, CRO, and HAW passes the Guidance system 
status was checked. The LGC was checked to see if all its computer 
status words were correct a:cd Timer #2 we checked to insure still 
counting down to the same start time of MP9. In addition the LM 
attitudes were checked to insure within the dead.bands using MSK 253 and 
MSK 254. MSK 254 had three analog traces indicating the di!'!'erence between 
the actual and desired COO ~les. It was noted that the attitude dif­
ferences ware outside the ±.5 deadband 11mits. Discussions were entered 
into with the MIT personnel in the SSR as to 'Why the difference were 
greater than the dead.band limits. It was determined that the DAP control■ 
attitude about the body axis and not the gimbal angle axis, which caused 
the error■ about the gimbal a.xi ■' to be larger than the deadband limits. 
This wa1 pointed out to FLT and resul.ted in the deletion of p~t of' mi11ion 
rule 14-30 which dealt with actual and desired differences >10. 

J1o6100 During the Hcond Tens pas■ it wa1 planned to que PRA • /15. 
Due to signal strength problaa, queing the sequence was 
dela,-ed until the MILA pa■s. 
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.3: 14: 00 PRA SEQ 5 was qued successfull:r at MILA, getting the compare 
pulse at 3:14:35 approximatel:r 4.3 seconds after the forward 
search command was sent. 

REV 3 

3:48:00 FLT deleted first portion of Rule 14-30 discussed previousl:r 

3:56:00 Upon receiving CRO data and checking the LGC setup for the 
DPS 1 burn FLT was given a "GO" for the maneuvsr. A com­
parison of the ground predicted and LGC actual attitude at 
ignition are as follows: 

PITCH 

ROLL 

32.4° 

354.8° 

31.8° 

355.6° 

The yaw angle is not part of the guidance computation. The 
ground predicted ignition time was 3:59:41 and the LGC 1 e 
ignition time was 3:59:40. The total velocit7 to be gained 
also showed good agreement, ground, 146 f'ps and LGC, 145 f'ps • 

.3:59:40 The LGC commanded the engine on as expected at 3:59:40 and 
approximatel:r 4-6 sec latsr co:m:nanded it off'. It has been 
verified that CH 11 BIT 13 was set indicating LGC commanded 
the engine on and then of'f again looking at CH 11 BIT 14. 
After colllllAnding the engine off, the LGC went to Program 00 
and also set Bit 11 DISTAB +11 D (Program alarm). 

3: 59: 48 FLT was informed of PNGS caution indication • . 

4:01:00 Due to the alarm codes associated \ii.th the program alarm 
not being displa7ed. FLT was told Vl5N50 would allow readout 
of' the alarm codes on the DSKY. 

4:04:26 Vl5N50E was uplinked and alarm codes 1405 and .315 were read­
out. Ala.rm 1405 indicates LGC commanded the engine on and 
it did not come ' o:a. Alarm 315 is the forget it alarm which 
is set prior to the LGC going to POO. 

Prior to issuing alarm 1405 and cODll&llding the engine of'f', 
the LGC looks at the aooe~eration level measured by the 
PIP A I s to be >(). 225 a/ sec , or 4 m/ ■eo. If' after looking tor 
this acceleration leTel durillg 2 computer o,el•• of' 2 ••cond• 
each and the acceleration 1• not above this level, the LOC 
r.anmand• the engine otf'. The mmber or computer 07cles the 
LGC look■ far this thru.■t level•• ■et at 2, but could han 
been set at any- number ot 0701•• deaired to extend the wait 
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time. It was recommended to FLT to update this parameter to 
a larger number if f'urther guided LGC burns were executed. 
The number could be changed due to being in erasable memory. 

4:27:30 During the Haw.ii pass the following commands were sent to 
the LGC: 

1. Error Reset - Cleared alarm codes from DSKY 

2. V34E - Released the DSKY for internal program use 

4:28:33 3. PRA #3 Gallup 

Between CRO and COWS the alternate mission that wuld be 
used were discussed. FLT recommended Alternate Mission C 
or Alternate Mission L be performed on the subsequent atates 
pass. Alternate C called for execution of PRA sequence #3 
and Alternate L called for an LGC controlled DPS i burn. 
Flight was informed if the LGC attitude at DPS Ill shutdown 
was maintained and PRA #3 executed over the states the t>.V 
was enough to cause the LM to re-enter due .to being in a retro 
attitude. It was recommended to FLT to do an attitude 
maneuver update to put the LM in a posigrade attitude. FLT 
concurred and said to do the update _:t_!;is · _st~tes pass. 

4:35:00 The desired attitudes were obtained from FIDO far PRA SEQ #3 
execution at 6:15:00. 

PITCH 

ROLL 
YAW 

DMT 
213.6° 

7.8° 
50.9° 

ACE 
(OOTAL) 45761 
(OCTAL) 01306 
(OCTAL) 11031 

Once the attitudea were obtained from FIDO they were passed 
to the ACF far conversion to octal. 

4: 41: 30 Upon receipt of Texas telemetry and a command carrier, upli?lking 
the attitude maneuver was started. The following commands 
were sent. 

1. Update to set bit 12 of Flagword 2 to a zero (no final 
yaw bit). illows three uia attitude maneuver VZl. NOl E 

V2l.N01E 

76E (Address of Flg Wd 2) 

60025 E (Desired contigu:ration or Flg Wd I) 
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2. Set up small program to execute attitude maneuver routine 
in LGC. 

4: 41: 27 V25 N26 E 

04001 E 

02067 E 

70063 E 

J. Loaded three desired CilJ angles 

V21 NOl E 

01631 E (Address of CilJZ) 
11031 E ( COOX Desired) 

E 1632 E (Address of COOY) 

45761 E ( COOY Desired) 

E 1633 E (Address of COOZ) 
01306 E (COOZ Desired) 

4. Sent final command to start attitude maneuver. 

4: 51: JO VJO E 

REV 4 

The final command ws sent from ANT at 4:51:30. At the 
completion of commanding the LGC started the attitude maneuver 
and completed it just prior to ANT LOS. After performing the 
maneuver the DAP remained in the minimum deadband. 

Between States LOS and CRO AOS continued to \oiOrk on 2 alternates. 
One ih support of Alternate L calling for a DPS /12 maneuver and one in 
support of Alternate C calling for PRA /13. The following is a description 
and the planning for the two alternates. 

Alternate L 

1. Generated command loads necessary to do LGC DPS /12 maneuver 
on Rev 4. 

a. DPS #2 retargeting ws being done by FIDO 

b. Generated and loaded into CRO navigation vector with 
time tag of 5:35:00 (Load /12001) 

c. Mi.ea. on Phase and Timer Update to start MP 11 generated 
and loaded into CRO and HAW (Load /13303) 

, 
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d. Needed GEI' Timer update to start MPlJ. at proper time. 

Alternate C 

a. Alternate called for using PRA #3 across states Rev 4 

b. Coordinating with GNC and FLT, ca.me up with the following 
command plan 

1. Prime Relay off ~ 

2. Master Arm <@-
3. AGS Select~ 

4. PRA START - was to be sent at 6:15:00, which 
corresponded to desired attitudes 

5. AGS Select ~ Would be sent 3 .. min 32 sec after 
start of sequence between 2 APS burns. In addition 
would stand by to start PRA again or call sequence 
#.2 for i _mmedla te execution. 

6. Prime Relay *~~~t~ 
7. Guidance Select PNGS ~ 

8. Prime Relay Off <$>' 
In addition, the attitudes loaded into the LM were passed 

to the ACF for conversion to LVLH attitudes at 6:15:00 and 
5:35:00 for EEI:OM. EECOM was trying to determine if any signal 
strength problems would exist during the burn. Also, a dis­
cussion as to what to do if the PRA #3 was executed over states 
and stopped. It was suggested performing the APS #2 burn with 
the LGC during the next states pass. In support of this, a 
mission phase and timer update with 4:30:00 was loaded into 
CRO and HAW (Load #3401) 

5:30:00 Just prior to CRO AOS FLT decided to go with PRA #3, this 
state pass and APS #2 on next pass. Asked for go ahead to 
uplink MP and Timer Update to start LGC counting to to MP13. 
Got go ahead. · 

5:33:28 Started uplinking Load #3401 into LGC, and completed loading 
at 5: 35: 01. Upon completion of load, timer #2 started 
counting to start MP13 in 4:30:00 or timer would zero at 
GET of 10: 05: 01. Between CRO and HAW a length)' discussion was 
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entered into on how to stop the PRA during Sequence #3. GNC 
suggested sending prime relay on ~ due to it inhibiting 
~ of the prime relays. Guidance suggested using AGS select 
~ due it stopping the PRA and it would also be required 
prior to. queing anothe::;: ___ s_e_~ele in any case. In addition, 
should the prime relay' reset get in and not be able to 
remove it, another sequence·· co dn It be executed. Flight 
decided that the AGS select O command would be used to 
stop the PRA and it would be executed by Guidance, who was to 
watch the middle gimbal angle (CWZ). In addition, it was 
decided to start the sequence at 6:10:00 instead of 6:15:00. 

5:59:00 During the HAW pass the first few commands in Plan #2 were 
executed by GNC and EECOM. 

6:06:00 The RKV transmitted the AGS select <1'.'.mt> command at 6:o6:00. 
Once in AGS the LM attitudes began to~ift, due to the poor 
attitude control of rate damping. 

6:10:00 The RKV started the PRA at 6:10:00. The LM attitudes at burn 
initiation were approximately pitch 210°, Roll o.6°, and 
Yaw 43°. Once the burn started the attitudes continued to 
diverge at a steady rate. Approximately 3 min into the burn 

0 the middle gimbal angle went to JOO and informed FLT of such. 
The attitude then started back up again and informed FLT again 
that we were coming back out of the gimbal lock region. At 
APS shutdown FLT asked how attitudes were~ informed him 
they were "GO." At 6:13:40 AGS select ~ was sent to 
stop the sequence. FLT then said we would not continue burn. 

6:14:03 GNC returned LM to PNGS control 

6:14:30 Informed FLT in order to do an APS #2 controlled by the LGC 
the following updates would be required: 

1. ATT CDR UPDATE 

2. MASS UPDATE 

3. NAVIGATION UPDATE 

4. T.ARGEI' UPDATE 

5 • GEI' TIMER UPDATE 

6:16:47 Started loading ATTCADR update into LGC. This update was 
required due to having executed the attitude maneuver in the 
L(l; by uJiiate. The ATTCADR update allows the LGC to perform 



future attitude maneuvers automatically. The following 
commands were uplinked: 

V2J.N01E 

372E 

OE 

6:23:40 At completion of ATTCADR update, a navigation update (Load 
#2003) was generated for 6:23:00 and loaded into MILA. 

12 

6:24:47 Started loading the navigation update into LGC. Finished the 
loading at 6:25:58 just at ANT LOS. 

6:26:00 Started working on getting mass to put into LGC. Got three 
different masses prior to getting final mass (9170#) to use 
from GNC. Once the mass was obtained, it had to be passed 
to the ACF for scaling into octal. 

REV 5 
Between ANT LOS and CRO entered into discussion of problem associated 

with not having updated mass. Informed Flight the LGC would be able to 
control attitude even with wrong mass irf the computer. Flight informedme 
RCS system B had been depleted and RCS Sfstem A had been· closed. At 
the time it was felt if the mass had been updated, the LGC would have 
been able to control the attitude more efficiently. It was pointed out 
after the flight that this was wrong. The DAP only uses the mass when 
in average 11 G11 and continually updates the acceleration constants used 
in attitude control. Once in coast phase, the DAP uses the last set 
of acceleration constants it had prior to exiting average "G" and does 
not recompute new values until entering average 11 G11 again. Therefore, 
updating the mass would not have done any good, unless average "G" was 
forced on by another lengthy update. It should also be noted that we 
were still /Jll minimum deadband as a result of the earlier ground 
commanded a"ftitude maneuver. Once the mass was scaled into octal an 
00 Ill update was generated and. loaded into CRO. FLT requested that 
an update plan be formulated. The following plan was provided:. 

1. 00 1/1 (Mass Update) 

2. RCS system B close ~ 
3. RCS system B close reset ~ 
4. RCS system A open ~ 
5. RCS system A open reset <@> 
6. RCS X-feed open (Prime relay command 374g) 
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7. RCS X-feed open reset (Prime Relay command 3758) 

8. EMJ #2 

a. Set DV CNTR to 35 (60 seconds) 

b. Set deadba.nd to maximum 

9. APS #2 target update 

10. GEI' timer update to start MPlJ 

Setting the DV CNTR in EMJ #2 would have eliminated the problem that had 
caused the LGC to shutdown the DPS 1/1 burn. Setting the counter to JO 
would cause the computer to cycle JO times or approximately 60 seconds 
prior to turning the engine off due to lack of thrust. 

Once FLT concurred with the plan the following loads were generated 
and transferred to CRO and HAW. 

1. EM.I Ill (Load #3701) 

2. Al?S #2 (Load #2301) 

3. GEI' Timer (Load #3001) 

4. ]M.J #2 (Load #3801) 

7:0$:49 Upon acquiring CRO telemetry and a command carrier, the 
following w.s uplinked. 

1. EMJ 1/1 

2. Part of :EMJ #2 

While uplinking EMJ #2 UHF signal strength started fluctuating 
and upon executing the first address data line (01377E/00035) 
only, 0335 got into the LOC. A II clear" comnand was executed 
and the remainder of the loading was done using the DSKY. 
The loading of the new DVCNTR number and only the address for 
setting the max dead.band were completed prior to CRO LOS. 
Due to not getting the APS #2 targets and GEI' ti.mer updates 
into the LGC, the possibility of performing APS #2 across the 
states was eliminated. Therefore, it w.s decided to call up 
and execute PRA SEQ #5 at HAW. 

Between CRO and HAW it was decided to open the ascent feed 
using part of OOP 13-XV and to execute PRA #5 as soon as 
possible after the ascent feed w.s opened. 
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7:38:31 Upon HAW acquisition the three LMP commands; LMP 176 (ASC 
FEED ARM), LMP 74 (ASC Feed A Open ) and LMP 76 (ASC Feed 
B Open) were loaded into the LGC. The PRA~uence #5 was 
then qued up. At 7:43:07 the AGS Select O command was 
sent and at 7:43:54 the PRA SEQ #5 was start d. Once the 
APS engine came on the attitudes began to drift from their 
initial values and eventually once attitude control was lost 
due to the APS interconnect being closed by the PRA forced 
the MGA past 85° which caused gimbal lock and ISS warning. 
The ISS warning caused automatic switchover to AGS control, 
therefore after APS depletion control could not be returned 
to PNGS. 

8:00:00 Team 2 relieved the mission team for the next two revs in 
hopes of acquiring the LM again, to perform some of the 
extended mission tests. 

Enclosure 
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J.S-204L 

Poat-Mission Comments, Command System 

Obaervations: 

1. The volume of coIIDlB.nds sent from the MOCR DSKY exceeded any 

known premission estimates. 

2. Some of the automation provided (EMU) was by-passed in favor 

or manual entry via DSKY. The reason stated was a sudden lack of 

confidence when it appeared, temporarily, that a command bad been 

"garbled" in the uplink and bad entered as an unintended keycode. 

J. It was observed that :manual DSKY commanding was slowed down 

seriously (the sequence over Carnarvon in preparation for the last 

burn was not completed before the end of the pass) by the intermittent 

nature of the MOORD/ff display of TM data. 

Interpretation of Observations: 

1. While .1S-204L bad the highest visible potential for Ground Commanding, 

w must not assume that future missione 'Will have minimal Ground Commanding 

becaaee of: 

a. Small numbers of CSM/LM RTC I s 1m 

b. Presence of astronauts. 

I feel 'We (.ll'CD) must be prepared to take unlimited action via the uplink in 

the case of -

{1 ) Onboard DSKY failure 

(2) Human failure. 

The ground support (MOOR) personnel must,therefore, be in possession of 

contingency AGC/LGC input procedures at least equal to those normally used 

by the astronauts. 
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2 and 3. .l study of the apparent "garbling" in the uplink should be 

made. If. found to have actually occurred, correct i ve systems design 

is indicated; if not, further training of personnel and/or study of system 

capabilities toward optimization of the man-spacecraft interface is required. 

I believe it can be stated nov, that with a totally remoted network, and 

with the capability for data delays and dropouts between the sites and 

MCC, a closer look at eye-ball versus onsi te computer verification of 

uplinked data is in order. • It mq be that, in addition to peforming 

a bit-b;y-bit comparison, ve may need to have the capability, upon 

occasion, to authorize the entering of the data b;y the onsite computer. 



MCllll lleguiraments Inte&ration Functj.Q:!! ( f3ct {). L i;,,-, $c~ 

The MCRB Requirements Integration !unct.ion le seen to be composed of the 

following elements, to be described below: 

a. Tlight Control TeL"ll (miasion) Support -

(1) MCC-H Configuration Control 

(2) Network Configuration Control 

(J) Simulation Baal-Time , Support 

(4) Te1t Baal-Tim Support 

(5) Mi11ion Rule■ and. Procedure■ Developant s ,.1pport 

(6) Minion Real-Time Support. 

b. Test Development Support -

(1) Test Requirements Generation 

(2) Test Review. 

c. End-to-End Requirement• Verificstion -

a. Flight Control Team Support: 

The c,:mcapt of utilizing, by the Flight Director, of MCRB engineers 

as members of the Flight Control Team, as . demonstrated for Mission AS-204/ LM-1, 

produced two significant improvements in flight control efficiency. First, 

the fiight controller, during the simulation, pad test, and launch phases was 

relieved of the burden of solving MCC-H configuration problems. Second, the 

MCRB .9ngineers aeslgn':!d to the Miesio~ were .able, by interfacing between the 

flight controllers and the MCC-H implementers, to more accurately define the 

problem.a and in1ti tute the corrective action. In jj,ddi tio~, the MCRa engineers 

were the position to accumulate and feed back implementation status and to 

advise implementers of priori t.1.ee as implementation time, al,,.,ays hard to come 

by, became available. 
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(1) MCC-H Ccnfigura.tion Contr0l :. 

Attachment I portrays the method recommended for proce ■aing MCC-H 

configuration discrepancies discovered by night controllers. T'neae discrep­

ancies discovered by .flight controllers. These discrepancies .t'all into three 

categorie•? 

(a) Obvioue console hardware faults (such as burned-out lamps ) 

(b) Changes, correctiona, or addition• to stated requirements 

(c) Itema whose implementation va.a performed in diaagreement 

w1 th the requirement. 

The flight controller has only one decision to make. If ca.s~ "a" 1a app3.re:-it, 

he enters the fault in the console diacrepancy log; i.t' ca■e "b" or "c" is 

apparent, or if there is any doubt a• to whether case "a" is apparent, he 

fills out~ Flight Co~trol Tro~ble R.,p~rt (attachement II) which he then 

give• to the MCRB engineer or the O&P officer. 

(2) Network Configuration Control: 

Nst.ork Configuration Control, while minimized by re:noting the 

network, ia per.formed by the same proces& when errors a.re detect9d by flight 

controller■• 

(3) Simulation .Real-Time Support: 

MCRB anglneers provide immediate communication of diacrep!Ulcies 

(except those relatively fev cases where impact is major) to the imple:nent-'3rs. 

He is ala0 able to evaluate, th~'.lgh careful monitoring, the performance of the 

■ywtem and the adequac7 ot' procedure■ and mi■■ion rulea. 

(4) Teat !pal-Ti.al Support: 

Teat Baal-Ti• Support by MCRB '9ngineers provldes a 1110ni toring 

o.t' ■y■ tem o~ration with a degree o.t' detachment not available to participating 



flight ~ontrollers. He has 1:1.n Jpport111l ty at th.ls t i lill~ t., f u~ ·thi,r evaluate 

overall perform~nce of hard~are, software, and procedures. 

(5) Mission Rules and Procedures Development Support: 

In this area the MCRB engineers apply their specialized know­

ledge of requirements and operation. 

(6) Mission Raal-Tirne S11mrt: 

J 

Thia area ha1 not been .t'ully developed, but it seema logical to 

say that there is no visible reason for not using, during the real missio n, 

thA siills and experience of these members of the team. 

b. Test Development Support: 

The MCRB angine-9rs, through their inti.mate knowledge of require­

ments are qualified to recommend testing, to input test r8q~irements, an1 

to review the finished test proc~dures. 

c. End-to-End Reaulrementa Verification: 

End-to-End R@quirements Verific!ltion is a broa1 terill 1,1h lch u:1derliMs 

mst ~f the MCRB engineer 1saction. He is concerned -with the satisfaction of 

the intent as wll as the letter of the rt3quirements, a.nd evaluates implemen­

t.a tion a .9 to its ability to satisfy the ground support t!lak. 



FLIGHT CONTROLLER TROUBLS REl'O m' 

rleaee ~ttempt to supply all informa­
tion relevant to your problem 

1. Na.me of Flight Controller _____________ Date or 
Occurrence ___ _ 

2. Syetem/s Affected: 

Circle one: Hardvare 
Circle: CCATS 

Recorder 

Sof'tvare 
RTCC rrrv 

CIM 
GroUDd Station 

DOD Coam Other 

J. l:nrciH in progreH vhen failure· obeerTed (Circle) 

4. 

5. 

6. 

Simulation 
FRT 

Data Flov 
Plugs Out 

SIT 
CDI71' 

Data Source (Circle) 

AC Tape ~ 

ALDS SLV 
GSSC HSD ( Format 
Cs-f Other 

Console NR Module NR 

Event Failure 

Other _____ _ 

NR __ ) 

Site 

Nomenclature _______ Light _______ _ 
Data Source 
f'ertinent Details 1 Lo1d c· inverted, etc. ) 

7. MSK faults: 

MSK NR I-arameter -------Nomenclature ___________ _ 
Fert1nent Jetail s ________________ _ 

8. Recorder Faults: 

T.D. 
Nomenclature 

fen NR ---------
l er tinent Detalla ________________ _ 

FOR K:Rt:- USE ONLY: 
Deste received from Flight Controller ______ _ 
DiaI,>Ositlon: MR.q FSR DR 
De.te del1v9red to CC B or FSD __________ _ 
Estimated implementation date 

FORM 575 (NOV 67) (OT) 

---



I 

. I 



e ll~V••J•&.4 

1/26/68 

2. Support Po■taieeion Report 

The following is a liet ot ccwn•nde versus Ground Elapsed Time (GET) 

incl~ vehicle, ccwn•nd function, octal, and console originating 

the coan•nd sent during NGC 722 miHion. Th• prelaunah ~ommsnding 

will not be time taaied as GET on Commend Histories prior to launch is 

all zeros. 

All commanding was accomplished by the MCC through the remoted sites vi.th 

the exception of: 

RKV, Rev. 4 

AGS Select 40B 

PRA 3 Start 

CRO, Rev. 5 

RCS Main A Closed Reset 45A 

There was one case where two controllers were commanding the S/C at the 

same time. Over TEX, Rev. 4, Guido and G&C both sent AGS Select 40B • 

Later in the same pass while Guido was uplinking DSKY commands, G&C 

sent RCS Main A Closed 44A • 
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There were 41 RTC sent to S/C after launch, 32 of which had !UPS and 

9 without MAPS. Two RTC were sent from TEX, Rev. 5·, with TEI command 

carrier down. 

There were 232 DSKY carnmanda sent to the S/C after launch, 2.21 of which 

had MAPS 8.J:ld 11 without MAPS. 

There were 9 loads sent to the S/C after launch, 8 of which had MAPS and 

1 without MAPS. 

There were 3 commands sent to SIVB. The SLA deploy command sent over 

CII on Rev. 1 was not conf'irmed by command history as the history was 

lost due to computer hang-up. The other two commands were not verified. 



PRELAUNCH PRIOR TO 1547Z 

VEH COMMAND FUNCTION OCTAL VER CONSOLE 

LM DCA SELF TF.ST 35140000 M EECOM 

ALL ZERO 31400000 M GUIDO 

ERROR RESET 31623310 M 

VERB 31613504 M 

THREE 31437014 M 

FOUR 31446620 M 

ENTER 317407(:IJ M 

3701 (EMU 1) M 

ENTER 317407f:IJ M 

3701 (EMU 1) M 

ENTER 3174076o M 

VERB 31613504 M 

ZERO 31603700 M 

ONE 31417404 M 

NOUN 31770174 M 

ZERO 31603700 M 

ONE 31417404 M 

ENTER 31740760 M 

ZERO 3lf:IJ3700 M 

ONE 31417404 M 

THREE 31437014 M 

FIVE 31456424 M 

ONE 31417404 M 

ENTER 317407f:IJ M 

3801 (Dru 2) M 



Ill oott't,W IJJllCTIQI QCTM, m cnm,1 
LM INTIR 3174071:/J M 

(con~•d) 
3801 (IMU 2) M 

INTIR 3174071:/J M 

LM VIRB 31613504 M GUIOO 

ZERO 3ll:IJ3700 M 

ONI 31417/JJ4 M 

NOUN 31770174 M 

ZERO 31603700 M 

ONE 31417404 M 

ENTER 31'740760 M 

OHE 31417/JJ4 M 

THREE 31437014 M 

FIVE 31456424 M 

ONE 3;1417404 M 

\ 
ENTER 31740760 M 

VERB 31613504 M 

THREE 31437014 M 

FOUR 31446620 M 

ENTER 317JJJ760 M . 
PRIOR TO 22/1652Z 

LM VERB 31613504 M GUIDO 

THREE 31437014 M 

FOUR 31446622 M 

DTIR 31740760 M 

PRIOR TO 22/1814Z 

LM D!AD BABD LMP 3375 M GNC 

DUD BARD MIi 3'574 M . GNC 



Ym CCMWD [UNCTION OCTAL CQISQLE 

PRIOR TO 220?Z 

SIVB SINGLE WORD DUMP 630 AC BOOSTER 

057 AC 

100 AC 

151 AC 

SIVB SECTOR DUMP 626 AC BOOSTER 

107 AC 

072 AC 

PRIOR TO 22/224,BZ 

LM DCA SELF TEST 35140000 M EECOM 

ALL ZEROS 31400000 M GUIOO 

ERROR RESET 31623310 M 

VERB 31613504 M 

THREE 31437014 M 

FOUR 31446620 M 

ENTER 31740760 M 

VERB 31613504 M 

TWO 31427210 M 

FOUR 31446620 M 

NOUN 31770174 M 

ZERO 31603700 M 

ONE 31417404 M 

ENTER 31740760 M 

ONE 31417404 M 

SEVEN 31476034 M 

SIX 31466230 M 



1m COMMAND FUNCTION OCTAL m CONSOLE 

LM FOUR 31446620 M GUIOO 

ENTER 31740?60 M 

TWO 31427210 M 

FIVE 31456424 M 

FOUR 31446620 M 

SIX 31466230 M 

THREE 31437014 M 

ENTER 31740760 M 

ZERO 31603?00 M 

SIX 31466230 M 

THREE 31437014 M 

ONE 31417404 M 

FIVE 31456424 M 

ENTER 31740760 M 

' PRA SEQ 7 36714000 M 

PRA FWD SEARCH 36002000 M 

VERB 31613504 M 

SIX 31466230 M 

PRIME RELAY OFF 3335 , M GNC 



• 
J l!iliOnner: J rn 
1/26/68 

AFTER L.lUNCH 

CMTLO 22/22148:09 

VEH CCHWD FUNCTION OCTAL VER GE.T CONSOLE 

LM FIVE 31456424 M 000100:06 GUIDO 

ENTER 31740760 M 000:00:07 

CII SIVB SLA DEPLOY NO CMD HIST BOOSTER 

TEX, REV 1 PRI S-BND OFF 3430 M 001:33:12 EECOM 

SEC S-BlID ON 3420 M 001133:29 EECOM 

VERB 31613504 M 001:.34:17 GUIDO 

SIX 31466230 M 001:34:25 

SEVEN 31476034 M 001:34:33 

ENTER 31740760 M 001:34:41 

2502 X FEED CLD 376 M 001:34:54 

VERB 31613504 M 001:35:09 

THREE 31437014 M 001:35:18 

THREE 31437014 M 001:35:26 

ENTER 31740760 M 001:35:35 

VERB 31613504 M 001:36:01 

SIX 31466230 M 001:36:09 

SEVEN 31476034 M 001:36:25 

Mll, REV 1 AND 2 

LM ENTER 31740760 M 001:37:34 GUIOO 

2602 X FEED C/D RESET 377 M 001:37:46 

VERB 31613504 M 001:37:58 

THREE 31437014 M 001:.38:05 

THREE 31437014 M 001:38:12 



yEH CXHWID JUNCTION OCTAL VER GET OONSOLE 

LM ENTER Jl?IP/60 M QOl:38:19 

MIL REV 2 AND 3 

LM DCA SELF TE.ST 35140000 N VERIFICATION 

DCA SELF TE.ST 35140000 N 003:10:26 OF COMMAND 

DCA Sll.F TE.ST 35140000 M 003:12:58 CAPABILITY 

PRA SEQ 5 36734000 M 003:13:46 GUIDO 

PRA FWD SEARCH 36002000 M 003:13:52 

SIVB SS LOX VENT CLOSED 624 003:15:05 BOOSTER 

CL 624 003:15:17 

CRO REV 3 

LM PRIME RELAY. RF.SET 3334 N 004:01:18 GNC 

PRIME RELAY. RF.SET 3334 N 004:01:39 

PRIME RELAY. RF.SET 3334 M 004: 
(TIME GARBLED 
ON HISTORY) 

VERB 31613504 M 004:03:34 GUIDO ENABLE 

ONE 31417404 M 004:03:41 DISPLAY 

FIVE 31456424 M 004:03:49 OF ERROR 

NOON 31770174 M 004:03:57 CODF.S 

FIVE 31456424 M 004:04:11 

ZERO 31603790 M 004:04:18 

ENTER 31740760 M 004:04:26 

HAW REV 3 

LM ERROR RF.SET 31623310 M 004:27:31 GUIDO CLEAR 

VERB 31613504 M 004:27:42 ERROR 

THREE 31437014 M 004:27:49 CODES 

FOUR 31446620 M 004:27:58 

ENTER 31740'760 M 004:28:06 



ym rntN♦l!P FQHCTION OCTAL VER GET CONSOLE 

LM PRl SIQ 3 '36754000 M 004: 28: 26 GUIOO 

PRA P'WD Si.ARCH 36002000 M 004:28:.3.3 

TEX, REV .3 

LM VERB .3161.3504 M 004:41:'Zl GUIOO 

TWO .314Z7210 M 004:41:.36 ESTABLISH 

ORE .31417404 M 004:41:42 ATTITUDES 

NOUN 31770174 M 004:41:47 FOR PRA 

ZIRO 3160.3700 M 004:41:54 SEQUENCE : 

on 31417404 M 004:42:01 

EN'l'!!R 31740760 M 004:42:08 

SEVEN 31476034 M 004:42:17 

Sll .314662.30 M 004:42:21 

ENTER .31740760 M 004:42:29 

SIX 31466230 M 004:42:.37 

ZERO 31603700 . M 004:42:40 

ZERO 31603700 M 004:42:43 

TWO .314Z7210 M 004:42:47 

FIVE 31456424 M 004:42:5.3 

ENTER 31740160 M 004:43:00 

VERB 31613504 M 004:43:21 

1W .314Z7210 M 004:43:28 

lIVE 31456424 M 004:43:31 

IJOUN .31770174 M 004:4.3:36 

TWO 314Z7210 M 004:43:42 

SIX 314662.30 M 004:43:47 

F.NTER 31740760. M 004:4.3:58 



VEH CCMWID FUNCTION OCTAL VER GET CONSOLE 

MIL REV 4 

LM ZERO 31603700 M 004:44:35 GUIOO 

FOUR 31446620 M 004:44:37 

ZERO 31603700 M 004:44:39 

ZERO 31603700 M 004:44:41 

ONE 31417404 M 004:44:44 

ENTER 31740760 M 004:44: 51 

ZERO 31603700 M 004:44:59 

TWO 31427210 M 004:45:01 

ZERO 31603700 M 004:45:02 

SIX 31466230 M 004:45:04 

SEVEN 31476034 M 004:45:06 

ENTER 31740760 M 004:45:13 

SEVEN 31476034 M 004:45:23 

ZERO 31603700 M 004:45:25 

ZERO 31603700 M 004:45:26 

SIX 31466230 M 004:45:28 

THREE 31437014 M 004: 45: 30 

ENTER 31740760 M 004:45:37 

VERB 31613504 M 004:46:14 

TWO 31427210 M 004:46:18 

ONE 31417404 M 004:46:19 

NOUN 31770174 M 004:46:26 

ZERO 31603700 M 004:46:30 

ONE 31417404 M 004:46:33 

ENTER 317407f:IJ M 004:46:41 



Jill QC!NND FQ!CTIQI OCTAL yp GET OOBSOLE 

LM OBE 31417401 M 004:47:44 GUIOO 

SIX 314662.30 M 004:47:45 

THREE 31437014 M 004:47:47 

ONE 31417404 M. 004:47:48 

ENTER 31740760 M 004:47:57 

ONE 31417404 M 004:48:04 

ONE 31417404 M 004:48:06 

ZERO 31603700 M 004:48:08 

THREE 31437014 M 004:48:10 

ONE 3i417404 M 004:48:12 

ENTER 317407f:J:J M 004:48:46 

ENTER 31740760 M 004:49:02 

ONE 31417404 M 004:49:11 

SIX 31466230 M 004:49:12 

THREE 31437014 M 004:49:13 

TWO 31427210 M 004:49:14 

ENTER 31740760 M 004:49:40 

FOUR 31446620 M 004:49: 50 

FIVE 31456424 M 004:49:51 

SEVEN 31476034 M 004:49:53 

SIX 314662.30 M 004:49:54 

ONE 31417404 M 004:49:57 

D'l'ER 31740760 M 004: 50:02 

Elffl'Jl 317407f:J:J M 004:50:09 

ONI 31417404 M 004:50:18 

SIX 31466230 M 004: 50:19 



.. 

YEH C<HWD FUNCTION OCTAL vg GET OONSOLE 
LM THREE .31437014 M 004: 50:21 GUIDO 

THREE .31437014 M 004:50:22 

. ENTER .31740760 M 004:50:31 

ZERO 31603700 M 004: 50:37 

.ONE 31417404 M 004:50:39 

THREE 31437014 M 004:50:40 

ZERO 31603700 M 004:50:45 

SIX 31466230 M 004:50:46 

ENTER 31740760 M 004: 50: 52 

VERB 31613504 M 004:51:14 

THREE 31437014 M 004:51:20 

ZERO 31603700 M 004: 51: 23 

ENTER 31740760 M 004:51:30 

CRO REV 4 

LM VERB 31613504 M 005: 33: 28 GUIDO 

SEVEN .314760.34 M 005:.3.3:.37 

TWO 31427210 M 005:.3.3:.39 

ENTER .31740760 N 005:.33:48 

ENTER .31740760 M 005: 34:07 . 
TWO . .31727210 M 005:.34:18 

ENTER .31740760 M 005:.34:26 

3401 
MISSION PHASE 13 
TIMER NO 2 M 005:34:38 

VERB 31613504 M 005:.34:48 

THREE 31437014 M 005:.34:51 

THREE .31437014 M 005:34:54 

ENTER 31740760 M 005:35:01 



yg Tl'tlP IDQIIOH QCiic VER GET OONSOLE 

HAW RIV 4 

PRIMI RILil OFF 3335 N 005159:22 GNC 

PRIMI R!Lil 017 3335 N 0051591.31 

PRIMI RILil OFF 3335 M 005159157 

BATT 5 BACXUP 3436 M 00610012.8 EEC(){ 

MASTER ABM ON 3364 M 006:00:46 

RKV REV 4 

LM AGS S&.ECT 3440 M 006:05:.34 RKV 

PR! 3 START .36000400 M 006:10:00 RKV 

TEX REV 4 

LM AGS SELECT 3340 M 006:13:39 GNC 

AGS S&.ECT 3340 M 006:13:40 GUIDO 

PNGS S&.ECT 3341 M 006:14:03 GNC 

PRIME RELAY RF.SET .3.334 M 006:14:15 

VERB .31613504 M 006:16:47 GUIDO 

TWO .31427210 M 006:16:54 

ONE 31417404 M 006:16:55 

NOUN .31770174 M 006:17:02 ATTITUDE 

ZERO .31603700 M 006:17:04 COUNTER 

ONE .31417404 M 006:17:06 

RCS MilN A CLOSED .3444 M 006:17:09 

ENTER 31740760 M 006:17:12 GUI 

THREE 31437014 M 006:17:20 

SEVII .31476034 • M 006:17:2.l 

N) .31427210 M 006:17:2.3 

DTIR 31740?f/J M 006:17:30 



VEH COMMAND FUNCTION OCTAL VER GE7 OONSOLE 

LM ZERO 31603?00 M 006:17:36 GUIDO 

ENTER 31740760 M 006:17:43 

MIL REV 5 

LM VERB 31613504 M 006:24:47 GUIDO 

SEVEN 31476034 M 006:24:56 

SIX 31466230 M 006:24:57 

ENTER 31740760 M 006:25:03 

2003 LM NAV UPDATE M 006:25:38 

VERB 31613504 M 006:25:46 

THREE 31437014 M 006:25:51 

THREE 31437014 M 006:25:52 

ENTER 31740760 M 006:25:58 

CRO REV 5 

LM RCS MAIN A CLOSED RESET 3445 M 007: 08: 06 CRO 

3701 (EMU 1) M 007:08:50 GUIDO 

ENTER 31740760 M 007: 08:59 

3701 (EMU 1) M 007: 09: 09 
MASS 
UPDATE 

ENTER 31740760 M 007: 09:19 

3701 (EMU 1) M 007: 09:30 

ENTER 31740750 M 007:09:41 

'RCS MAIN B CLOSED 3454 M 007:10:14 GNC 

RCS B CLOSED RF.SET 3455 M 007:10:30 

RCS MAIN A OPEN 3450 M 007:10:53 

RCS MAIN A OPEN RF.SET 3451 M 007:10:57 

PRIME RELAY OFF 3335 M 007:11:07 



VEH QCNWJD ·J'tJBCTIOli OCTAL YER GET CONSOLE 

LM VERB 31613504 M 007:11:20 GUIDO 

SIX 31466230 M 007:11:22 

SEVER 31476034 M 007:11:23 

ENTER 31740760 M 007:11:30 

THREE 31437014 M 007:11:40 

SEVEN 31476034 M 007:11:41 X FEED 
OPEN 

FOUR 31446620 M 007:11:43 

ENTER 31740760 M 007:11:50 

VERB 31613504 M 007:12:00 

THREE 31437014 M 007:12:01 

THREE 31437014 N 007:12:02 

ENTER 31740760 M 007:12:22 

VERB 31613504 M 007:13:05 

SIX 31466230 M 007:13:13 

\ SEVEN 31766034 M 007:13:14 

ENTER 31740760 M 007:13:22 

THREE 31437014 M 007:13:31 

SEVEN 31476034 M 007:13:32 y= OPEN RF.SET 

FIVE 31456424. M 007:13:33 

ENTER 31740760 N 007:13:42 

VERB 31613504 M 007:13:55 LENGTHEN 

THREE 31437014 M 007:13:56 
AV MONITOR 

THREE 31437014 M 007:lJ:58 
FOR 

ENTER 31740760 M 007:14:05 
IGNITION 

3801 (»ru 2) M 007:14:22 

ENTER 31740760 M 007:14:31 
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DB CXNWID JVllQTIOlf QQTAL YA QIT OQll]LI 

LM 3801 (1111 2) N 007114149 GUIDO 

CLIAll 31760370 M 00711,126 

OKI .31417404 N 007115142 

fflRD 314.37014 N 007115144 
DID NOT 

TBRII .31437014 N 007115145 
GET II 

SIVIK 314760.34 M 00?115:48 
CCMPLE'm.I 

CLEAR .31760370 M 007116112 

OHi .31417404 If 007116122 

THUi .31437014 M 0071161.39 

THUi .314.37014 M 007:16140 

SEVIN .314760.34 M 007:16141 

INTIR 31740760 M 007116150 

THRII 314.37014 M 007116156 

rm 31456424 M 00?116158 

INTIR 31740?60 M 007:1?:16 

INTIR 31740760 M 00?:17:24 

THREE 314.37014 N 00?:l?:32 

SIVBN 314760.34 N 007:17:34 ATTEMPT TO 

FIVE .31456424 M 007:17:59 
GET Mil DB, 

HAD LOS 

INTD .31740760 M 007:18:07 BEFORE GET-

CLUR .31760.370 N 007:18:20 TING DATA 

IN 
JWl RIV S 

LI( VIRB .3161.'.3504 M 007:.38131 GUIDO 

m 31406230 M 007 I J8 I J9 

SDII ' .'.314760.34 M 007 I J8 I 40 ASCENT rDD 
ARM, A & B 

lll!lll 317/P160 li 00?1.'.38:47 FEED 



... 

JII ?JN♦ll MOTION QQTN, pa GE' OOISQLI 

U! IIJTlll 3174Ulf:JJ M 007,39,09 GUIOO 

0111 31417JJJ4 M 007:39:19 

SnD 3l476034 M 007:39:21 

Sll 31.466230 M 007: 39:-23 · 

DnR 3174D76o M 007: .39:31 

VERB 31613504 M 007:~:39 

THRD 314.37014 M 007:39:46 

THREE 314.37014 M 007: .39:48 

ENTER 3171P7~ M 007z.39:55 

VERB 31613504 M 007:40:05 

SIX 31466230 M 007:JJ):08 

SEVEN 31476034 M 007:40:09 

ENTER 3174076o M 007:40116 

SEVEN 31476034 M 007:40: 25 

\ FOUR 31446620 M 007:40:28 

ENTER 3174076o M 007:40:35 

VERB 31613504 M 007:40:45 

THREE 31437014 M 007:40:46 

THREE 314.37014 M 007:40:47 

ENTER 3174076o M 007: 40 :55 

VERB .3161.3504 M 007:41:05 

SIX 314662.30 M 007:41:08 

SEVEN .314760.34 M 007:41:10 

D'tER .3174(f/60 M 007:41:25 

SEVEN .3147~.34 M 007:41:.35 

SIX .314662.30 M 007:41:.37 



VIH <XMWm fflQTIQI QCTJL yp GIT OOBSOLE 

LM INTER 317JJYl«J M 007 : 41 I 44 GUIOO 

VIRB 31613504 M 007:41:58 

THREE 314.37014 M 007:42:01 

THREE 314.37014 M 007:42:92 

Dl'D 317JJYl«J M 007:42:14 

PRA SEQ 5 '367.34000 M 007:42:30 

PRA FWD SEARCH 36002000 M 007:42:.38 

RCS MilN B OPD 34.«:i M 007:42:57 GNC 

AGS sm.EC'l' 3340 M 007:43:07 

PRA START 36000400 H 007:43:19 GUIDO 

PRA START 36000400 M 007:43:54 

ENG START 3314 M 007:44:15 GNC 

ENG START 3314 M 007:44:18 

ENG START 3314 M 007:44:21 

REV 5 

PRIME RELAY ~ 3334 N 007: 55:26 GNC 

PHGS SELECT 3341 N 007:58:09 GNC 
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RETROFIRE OFFICER 

MISGION REPORI' 

LM-1 

January 22, 1968 



18 January 1968 
12:23:22Z 

1~ :24: 34Z 

22 January 1968 
14 :05:00Z 

16:05:00Z 

17:41:30Z 

20;58:00Z 

21:30:00Z 

21 :53:00Z 

21:58:00Z 

22:o8:00Z 

22:25:00Z 

22:36:00Z 

PRELAUNCH PHASE 
LGC clock aligned to Range Time (GMI') 

LGC clock misaligned .• 101 sec behind Range 
Time to compensate :for known dri:ft rate so 
as to have no observable error at predicted 
lifto:ff. 

TERMrNAI, COUNT 
Participated in first FDO trajectory run. 
IP's were obtained for an IP check with the 
Rl'ACF for comparison between Rl'ACF and Rl'CC. 

Monitored final EMU load verification to 
ascertain that values :for which RFO was 
responsible had been loaded carrectly. 

Participated in Vector Trans:fer test :for 
vector transfer capability between RTCC 
and Rl'ACF. 

Participated in second FDO Trajectory run. 
Fault developed in MJLA IP computer. FDO 
re~uested a rerun. 

Participated in third FDO Trajectory run. 
No repeat of MJLA IP computer problem. 

Communication check with SRO 

Input to RTCC and RTACF the 
APS USABLE PROP 
DPS USABLE PROP 
RCS IBABLE PROP 
TorAL LM w»IGHT 
SIVB INSERTION WEIGHT 

:following weights: 
5024 lbs. 

17446 
549 

31528 
37813 

Tor.AL CCMBINED INSERTION WEIGHT 69341 

Performed status check with Retro Support 
and Rl'ACF. Informed FDO they are GO. 

Confirmed a Compare Pulse to GDO for cueing 
of PRA SEQ. VII. 

Provided the following information to 
(1) RTCC - Predicted GMrLO. 22:48:0S.l 

Predicted GMl'ZS ·22:48:08.1 
(2) Rl'ACF - Predicted GMrGRR 22:48:o8.o 

Predicted GMrLO 22:48:o8.l 



22:37:00Z 

22: 38:00Z 

22:42:00Z 

T=O 

01:14 

02:00 
02:30 

o4:00 

o4:55 

o8:20 

09:58 

10:13 

10:40 

10:45 

Requested RrACF compute cold soak attitude 
for MP:::8. 

Was "GO" on final status check by the 
Flight Director. 

Received cold soak attitudes from RTACF. 

2 

MISSION TIMELINE (All times herea~ter in GET) 
LIFTOFF 
Obtained from SRO first motion time of 22:48:oB.355. 
s/c GMl'GRR = 22:48:oB.86 which wa s input into 
RrCC as 22:48:oB.9 due to rolll'l.doff to the nearest 
tenth second. Liftoff time was set in the LGC 
one tenth second later; therefore spacecraft 
liftoff time was arrived at in the following 
manner: 

s/c GMI'GRR 22:48:oB.86 
In:put to RrCC as 22:48:oB.9 (Roundoff) 
L/0 set .l sec later . • 1 
s/c GMl'LO (as used in RTCC) 22:4e:09.0 

At liftoff the LGC clock on ALDS format l was 
-00.07 sec, indicating the clock was .07 sec. 
fast with reference to the ground; that is, the 
clock would require a .07 sec. decrement to 
be precisely synchronized with the ground to 
the nearest centisecond. 

Reported "max q time" to Flight Director. 

Status "GO" to Flight Director. 
Informed GDO of inadvertent Clock and Compare 
Pulses. 
Status "GO" to Flight Director. 

Cross range report to Flight Director. 

Status "GO" to Flight Director. 

Copied S-IVB cutoff from BSE. 

Copied insertion parameters from GO/NO GO 
solution based on IU insertion vector 
V = 25685 fps 
-,, = -0.00° 
h = 88.l NM 

Confirmed insertion on basis of data dis­
played on RFO Launch Digitals. Gave FDO a 
"GO" for Orbit Phase. 

Obtained S-IVB cutoff' of 9:58 from GDO. 



12:00 

13:00 

16: 35 

18:30 

20:00 

23:11 

25:00 

30:00 

42:00 

48:00 

50:00 

58:00 

1:01:00 

l:o8:00 

1:10:00 

1:15:00 

Copied insertion orbit of 87.4x118.2. 

Provided FDO with separation time based on 
S-IVB cutoff time of 9 :58 

Confirmed cold soak attitude with RT.ACF. 

Obtained update of S-IVB cutoff of 9:53 
from GDO. 

Recomputed separation time based on update 
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to S-IVB cutoff time. Provided this data to FDO. 

Monitored enabling and loading of timer number 
1 to call Mission Phase 7 at 49:54. This 
forces separation to occur at 53:54, or 6 sec. 
before nominal. 

Generated GMrLO load. Informed Network. 
Transferred the load to all sites. 

Generated and passed to AFD the PAD for 
Mission Phases 7 and 8. 
Per:f'ormed time hack for phase enable and 
separation times with CSQ and CRO. 

Monitored CSQ and CRO pass for separation. 

Monitored cs~ state LGC time lagged GEI' by 
1 sec. Began investigation. 

Confirmed CRO had the correct cold soak 
attitudes. 

Monitored timer number 2 enabled and loaded 
to call MP=9 at 3:55:04. 

Ccmputed and provided FDO with the following 
values for maneuver initialization: 

MP=9 Tnr . ~ -4:00:19 
MP=ll GEI'EN = 4: 32 :49 

Received separation time of 53:59 from EECOM. 
This is with a delay time of 4 to 5 sec. 
Confirm separation time of 53:.54/55. 

Requested Canputer TM to change the K-factor 
in LGC 6T canputations to +.023, a value 
previously established as compatable with 
the MSFJII'. 

Updated vehicle weigllts in RTCC. 



1:20:00 

1:26:00 

1:53:00 

1:56:15 

2:18:00 

2:19:00 

2:46:00 
3:00:00 

3:07:00 

3:o8:00 

3:14:00 

3:22:00 

3:28:00 

Performed vector check with RrACF to 
ascertain they had states TM and TRK vector 
for double integration computation on DPS 1. 

Monitored RKV pass and noted statement that 
all clocks were in sync. 

Monitored LGC 6.T values on states pass. 
On the basis of this data informed Flight 
Director that the clock was in error by 
about .05 sec. and that CS ~ statement of 
clock 1 sec. lag from GEr must be a site 
problem. 
During the flight the clock was monitored 
for drif't. A slight change in LGC 6.T was 
observed toward a more negative value which 
was compatible with a fast clock. 

Coordinated with FD0 in conmlitting to DPS 1. 
The following parameters were the result of 
ccaputations: 

GEI'BI 
GErCQ 
PITCH 
ROLL 
6.TB 

3:59:41 
4:00:18 

32.0 
355.0 
00:37 

Confirmed CSQ CAPC0M query that MP=9 was 
to be enabled at 3:55:o4. 

Generated MP=9 PAD. Held until FD0 re­
confirmed maneuver based on CR0 -vector. 

Provided AFD with MP=9 PAD. 
Provided FOO with ignition time for MP=l3 
APS 2 based on the computed DPS 1 and DPS 2 
maneuvers and the nominal timer loads. 
Ccmputed PRA SEQ V call time as 22 sec. 
plus delay time of 10 sec. 

Provided Flight Director with estimated 
time of 32 sec. to call PRA SEQ V. 

Monitored Compare Pulse for PRA SEQ V and 
so informed GDO. 

Monitored inadvertent Ccmpare and Clock Pulses 
from PRA and so informed GD0. 

Performed time hack for MP=9 enable and 
ignition time vith CSQ and CR0. 

4 



3:40:00 

3:55:o4 

3:57:00 

3:59:40 

4:03:00 

4:15:00 

4:20:00 

4 :24 :00 

4:25:00 

4:28:00 

4:38:00 

4:42:00 

4:47:50 

4:54:30 

No comment for Flight Director on MP=9 
briefing to remote sites. 

Counted down to MP=9 predicted enable time 

Monitored CRO pass for DPS 1. Predicted LGC 
GETI was 3:59:40. 
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Counted down to MP=9 predicted ignition time. 
Copied engine on at 3:59:40 
Copied engine off at 3:59:54 

Monitored timer number 1 did not load. 

Performed weight update for RTCC and RTACF. 

Concurred with FDO in performing Alternate 
Mission ''L". 

Generated data for POSMAX load to timer number 1 
for MP=ll in Alternate Mission ''L". Will 
also require a GET update to call MP=ll at 
correct time with respect to the predicted 
ignition as computed by FDO. At this time 
scrubbed the load due to Flight Director's 
decision to go Alternate Mission "C" at 6:15:00. 

Requested RTACF to run a PRA SEQ III at 6:15:00 
to determine impact points from a worst case 
attitude burn. 

Confirmed Ccmpare Pulse for calling of PRA 
SEQ III. Inf'ormed GDO. 

Concur with FDO in a DPS 1 maneuver with a 
TnI = 5:33:00. This requires a POSMAX 
load to timer number 2 and a GET load of 
5:27:45. 

Generated Timer Load PADS for POSMAX and 
GET updates. These were scrubbed at this 
time on Flight Director's decision to go 
Alternate Mission "c". 

Received PBA SEQ III burn information. Results 
showed on ignition time of 6:15:46 has on IP 
of 70:38 w. 

F:00 has Alternate Mission ''L" maneuver 
which RFO and GDO concur with. Required POSMAX 
and GET updates for timer number 1 to call 
MP=ll at 6:10:14 for on ignition time of 6:14:14. 



5:00:00-

5:o8:00 

5:20:00 

5:40:00 

5:45:00 

5:55:00 

6:10:00 

6:20:00 

6:53:00 

7:01:00 

7:12:00 

7:23:00 

Generated PADS for POSMAX and GE.T updates 
to timer number 1 for MP=ll for Alternate 
Mission ''L". 

Flight Director confirms will go Alternate 
Mission "C" with cutoff between APS 1 and 
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APS 2 and run APS 2 by MP=l3 in LGC. Scrubbed 
the POSMAX and GE.T PADS. 

Generated PAD for POSMAX load to timer number 2. 

Recanmended to GDO that after AGS SEL is 
sent to stop the PRA between APS 1 and APS 2, 
that we return to PGNS control to guard 
against any inadvertent action by t he PRA 
since we are stopping in mid-PRA III. 

Generated PRA Burn Message PAD for PRA SEQ III 
to start the se~uence at 6:10:00. 

Performed a time hack with RKV for PRA SEQ 
m start time of 6:10:00 • 

Monitored Clock and Compare Pulses from PRA 
SEQ III when initiated on MSK 1302. Monitored 
AGS SEL at 6:12:30. 

Updated weights in RTCC and :RTACF. 

Generated Mission Timer Update PAD for a GE.T 
load of 7: 36: C$ to timer number 2 for MP=l 3. 

Coordinated with FDO on committment to APS 2 
under LGC control, with an ingition time of 
7:38:59. 

Generated LGC Burn Message PAD for MP=l3 
APS 2. The maneuver is contingent upon 
loading at CRO. 

Scrubbed the Timer Update and LGC Burn 
Message PAOO because were unable to get all 
loads to LGC to pre-condition it for MP=l3. 
W'ill go with PRA SEQ V to be initiated by K:C: \-4-

Monitored Canpare Pulse when PRA SEQ V was 
called. So in:f'ormed GDO. 

Monitored spacecrat't reject when PRA STARl' 
CCIIIDBnd transmitted. 



7 :48: 00 

8:00:00 

8:15:00 

8:17:00 

Monitored Clock and Compare Pulses when 
PRA received the re-transmit of the PRA 
STARI' cozmnand. So informed GDO~ Monitored 
the burn on MSK _13o6. Monitored engine 
at 7:44 :19. Predicted cutoff was 7:50:42 
based on LM Propulsion estimate of 383 sec. 
burn time left in the APS. 

Copied RKV report that pitch, yaw and roll 
were off-scale high. 

Requested RTACF to run PRA SE:;:i V at worst 
case attitudes with ignition at 7:44:19. 

Received following data from RTACF with 
respect to effect of PRA SEQ Von the orbit. 

GET of 25K attitude 7:50: 24 
¢IP 26:37 N 
"IP 135: 05 W 
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Briefed Team 2 Retrofire Officer on present status. 

POST APS-2 (EXTENDED MISSION) 
Provided post APS-2 weight of 4758 lbs to 
RTCC and ACR for use with a post APS-2 vector. 
Also, passed a 6T = -.05 sec. to GDO as the 
value for a SC clock time increment update. 
No post APS-2 vector became available. The 
last signals from the LM were received by 
GYM during APS-2 (approximately 7 hrs. 50 min.). 
The LM probably reentered during or just 
after APS-2 burn. The ACR was released after 
HAW in the next Rev. Secured the console 
at 9:58:55 GML' (~ 2 Revs after APS-2). 

~n?~~~&t~ 
James E. I'Anson 
Retrofire Officer 



CONCLUSIONS 

1. I believe the Fliesht Director received supe ,b support fr om the 
Flight Control team. I feel s ure that t he t r emend ous d iseppointment 
assoc fated with the failure of DPS 1 was shared by all, but I also 
feel that each Flight Controller then redoubled his efforts to ex­
plore all avenues of resources to be presented to t l1 e Flight Director 
s o that the mission could satisfy as many obj ect j.ve s as possible. 

2 . It is also my opinion t he t the Flight Director uti lized all 
inforr.iation presented to h im in a most cogent manner . I thought h i s 
attempts to play off Al ternote Mission ''L II against "C" and APS 2 
under LGC control as ·. opposed to APS 2 under PRA V control were 
splendid tactics as indicative of his dedication to secwing oll 
possible objectives. His decis ions to perform t he maneuvers as he so 
selected due to system constraints, and tracking, command and uplink 
constraints were t he only possible decisions he could bave made in 
my opinion. 



MISSION EVALUATION 

1. The LGC clock performecl satisfactorily during t he mission. During 
the mission it drifted less than 1 centisecond. 

2. The mission phase timers performed satisfactorj_ly and loaded t heir 
nominal values including that to call MP=9. Hhen updated with POSrtAX 
the timer number 2 performed as expected. The inference is that if 
other timers had been updated they, too, would have performed a3 ex­
pected. 

3. The PRA performed in a n exemplary manner. Having been so intimately 
concerned with the design of the sequences stored in it, and especially 
so with respect to SEQ III (MRS), with the operation of the PRA, its 
eccentricities and the verification of the tape stored in it, it was 
an immense gratification to see it perform as expected and I hope it s 
usage allowed us to achieve many mission objectives that might not 
ho ve been obtained otherwise. 

4. For my own part I think t he mission was a succes s from the stand­
point of DPS and APS burns and restarts, and also from t he fact t h3t 
we obtained FITH. 



RECOMMENDATIONS 

1. If we are to continue to have clock alignments done more than one 
day before launch I recommend the Telemetry Display Processor have a 
MED capability for a day of initialization input so as to release 
MCC from depending on KSC for computer clock drift computations. 

2. I recommend the granularity of the MED input into the RTCC for 
GMI'GRR, GMrZS, and GMI'LO be expanded from the present one tenth second 
to one one-hundredth second. 

3. I recommend a MED input of spacecra:rt inert weights into the RTCC. 
They are presently computer program constants; they should be updatable. 



POST MISSION REPORT - AS-204/LM-l 

BOOSTER SYSTEMS ENGINEER NO. 1 

The Booster Systems Engineer submits the following as the AS-204/LM-l 
Post Mission Report on the Saturn Launch Vehicle systems performance 
and the flight controllers activity during the course of the mission. 

The Launch Phase was essentially nominal. The S-IB outboard engine cutoff 
occurred at approximately 2:22 GET. The S-IVB engine ignition and propellant 
utilization activation were nominal. Ignition occurred at approximately 
2:25 GET and P.U. activate at 2:31 GET. 

The thrust chamber pressure for the S-IVB engine indicated a high nominal 
value from P.U. activate until P.U. shift (engine mixture ratio cutback). 
P.U. shift occurred at approximately 7:48 GET, 15 seconds later than the 
predicted nominal time but within the possible excursion. 

An attitude error in Yaw up to four degrees was indicated throughout S-IVB 
burn. This could have been the result of a thrust vector misalignment, 
since the vehicle end conditions were nominal. 

S-IVB engine cutoff occurred at approximately 9:53 GET, with a normal 
velocity cutoff. 

Venting was nominal after cutoff with a slightly greater rate of LOX 
ullage decay than was expected. 

The Nose Cap was jettisoned nominally at 10:38 GET (TB4 + 0:45). Attitude 
control after cutoff was nominal, rates and errors being held to dead 
band limits. A nominal pitchover to a posigrade earth rate attitude 
was initiated and proper attitude and rates were achieved. 

The environmental control system GN2 sphere indicated an off nominal 
pressure decay which was attributed to a system leak. First lifetime 
estimate was greater than 3 hours GET. As the mission progressed the 
pressure decay rate was observed to decrease and ultimately the pressure 
followed closely the minimum predicted value for the system. 

During the en pass there was a data dropout of an estimated one minute 
forty second duration. Data was apparently good at the time for SLA 
deploy. 

The TM indication for SLA deploy physical monitor !149-900 was not 
received. BSE #1 transmitted §b4 DEPLOY command (FMR 6 - 6) at an 
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estimated time of 21:05 (no command history is available from en 
because of a fault in the command computer.) The command computer 
recognized valid CRP 1 s but the TM indication (K149-9OO) was still not 
received. 

A readout of the TM parameters for SLA Deploy Relays A and B, K147-9OO 
K148-9OO, was requested from the site 1,ZO. SLA Deploy Relay A K147-9OO 
indicated the relay latched but LOS occurred before the second readout 
was obtained. Subsequent tape playback and readout by the M&O verified 
K147-9OO and Kl48-9OO SLA Deploy Relays A and B indicated closed, and 
the SLA Deploy physical monitor K149-9OO indication was not present. 
CSQ subsequently verified the above indications and the decision was 
made to separate the LM. 

The LM separation at CRO was nominal from the Booster's viewpoint 
and the LH2 Vent occurred as programed. 

The CONUS pass, rev 1/2, was nominal. Passivation was enabled at 
approximately 1:36:54 GET and all vehicle systems were go for passivation. 

At CRO, rev 2, the LH2 ullage pressure D21-4O8 indicated - .1 psia, 
considerably lower than expected. This could lave been the result of 
a greater than expected boiloff and venting rate during the previous 
venting sequences. 

The S-IVl3 stage experienced a nominal LOX and LH dump and the vents 
opened properly after the dump. At LOS CRO the tH2 ullage pressure 
D21-4O8 indicated - .4 psia. The Cold Helium dump at HAW was nominal. 

The CONUS pass, rev 2/3, was nominal with the following exception: 

The LOX vent closed TM discrete K2-424 was not received at the time 
for the closing or the LOX vent valve, and LOX ullage pressure 
Dl79-424 and Dl8O-424 indicated 2.4 psia (expected value was zero) 
during the pass. 

BSE #1 transmitted the LOX VENl' CLOSE command twice (FMR 5 - 35), 
SLV REJECTS were received for both transmissions. Subsequent 
information indicated LOS or TM immediately prior to the transmission 
or the commands. (HOSC reported that the LOX vent open discrete did 
drop out at the nominal time and it was probable that LOX had gotten 
into the valve and prevented a tul1 closing.) 
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CSQ reported normal operation of the valve and on the next CONUS 
pass, rev 3/4, proper indication was observed on the closed discrete. 

The ambient helium dump was nominal at the CONUS pass, rev 3/4. 

At termination of BSE support the vehicle was go in all systems. 
Lifetime predictions were excellent. 

11)~~~ /A -~~ 
William L. Brady 
Booster Systems Engineer #1 
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1. This report present a brief summary of events observed during the 
preparation for and the conduct of the AS-2041 (LM-1) Mission as observed 
by the ~OM team. Data sources are only those that were available 
during real time. 

2. PREMISSION ACTIVITY 

A. Data Flow/Network Validation: Support was provided for three 
data flow tests, one network validation, and three network simulations. 
With the exception that during the first network simulation, it was 
noted that the various computers were not programed to look for the 
data in the same frame/word bit stream locations for those parameters 
that were redundantly located, all discrepancies were fairly minor in 
nature and were corrected prior to flight. The source of the majority 
of discrepancies appears to have been the result of a lack of action 
taken on verbal inputs provided during the division configuration "freeze" 
review meeting. The instrumentation slot problem resulted from the fact 
that primary/secondary bit stream location designations were not provided 
to the various computer _prqgramers. 

B. Vehicle Interface: Although direct support was not provided 
during OCP 8000, a test was conducted at KS: at FCD's request which 
indicated that the telemetry BER using the S-band system was not affected 
by placing the RANGE/TV switch in the ranging position prior to liftoff. 
Based on this data and the fact that the procedural commanding of this 
function had many drawbacks, the decision was made to liftoff with this 
switch in the R.AN:zE position. Sup~ort was provided for SIT 1 (6 December, 
1967), Plugs Out (15 December 1967), FRT (22 December 1967), and SIT II 
(27 December 1967). All interfaces with the vehicle were normal except 
that during the Plugs Out TCP, a glycol pump switchover discrete was 
observed during the switchover from the glycol trim control unit to 
internal pump operation. This measurement, GW5158, PUMP SWITCHOVER, 
had been officially deleted from all documentation when it was decided 
to fly LM-1 with both pumps online. Subsequent to this OCP, checks 
indicated that the measurement point was valid, although previously 
unknown to exist, even though the automatic glycol pump switchover capa­
bility had been disabled. Also noted were battery voltage/current 
readings that would not correlate. This discrepancy was determined to 
be the result of battery voltage instrumentation inaccuracies, and the 

B11y U .S . Savin!,1 Bonds Ret,11larly on th, Payroll StWi11&1 P/1111 
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calibration curves were biased to correct this situation. During the 
period of time between SIT II and the start of CDDT, the following 
occurred in EE:0M system areas: 

(1) 14 January 1968 The water glycol vas replaced after tests 
indicated that there was air in the system. Inflight electrical batteries 
were installed. 

(2) 15 January 1968 Water was loaded in both ascent tanks. 
Samples pulled after loading caused some concern over "dirty" water. This 
alarm was roused after a sample at the top of the tower indicated that 
particulate matter was well above triple distilled water fed into the 
system at the base of the tower. Another sample pulled just dowstream 
of the 490 module inside the spacecraft, however, revealed that the 2 
micron filter downstream of the tower sample point had returned the water 
to original cleanliness. No action was taken. 

(3) 16 January 1968 fyro batteries were loaded. It should be 
noted at this point that the flight mission rules indicated that the pyro 
batteries must be checked no later than 65 hours prior to launch to be 
considered operational. When this question was raised prior to picking 
up the terminal count, the reply was that the time required to reverify 
pyro battery status was considered excessive and unwarranted, · and therefore 
no action would be taken. The flight mission rules were not changed. It 
was also discovered at this time that the inverter bus read 118.6 'When 
inverter 2 was placed online. Since this exceeded both the inverter spec 
(118.2 VAC) and the D~A spec (118.5 VAC) consideration was given to 
replacing this inverter. Tests with bench equipment at KSC and GAE:: 
revealed this was not an instrumentation error, but rather that all inverters 
-were running near max 'Spec limits. Checks -with RCA indicated that D~A 
could operate properly at 120 VAC. The launch mission rule redline was 
subsequently changed to 119.6 and the flight mission rule switchover criteria 
to 120 VAC. 

(4) 17 January 1968 Ascent 2 H20 tank developed an ullage pressure 
leak of approximately 0.07,t/hr. After considerable discussion, a coordinated 
decision was made to lower the red.line limit for this tank from l0D,i to 
?o,i and to change the launch mission rule category from both mandatory 
to Ascent Tank 1 mandatory and Ascent Tanlc 2 highly desirable, and to 
change the flight mission rule category from 1 of 2 tanks mandatory to 
the same as the revised launch mission rules. Continued discussions with 
subsystem personnel indicated that ~JJ!ficient pressure would be available 
to expel the contents of the tanks~tfr,rital conditions with a WQMD reading 
of 25%. Attempts to pressurize the cabin were unsuccessful. Reportedly, 
this resulted from a reversed decal placed on one of the cabin dump valves 
such that it -was placed in the dump rather than~lose,x position. This 
was corrected and cabin leak checks were completed on 18 January 1968. 
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J. COUNTDOWN 

A. CDDT: Couzt.downsupport was started at 08002 on 18 January 1968. 
The CDDT progressed smoothly with the exception of one discrepancy. 
When the glycol trim control unit was switched off and glycol pump 1 
was allo'W'ed to maintain flow, the pump A. P dropped to 2 psid for several 
seconds. Although this should have been sufficient to cause a glycol 
pump switchover discrete, it did not appear until approximately one hour 
later. This switchover relay was subsequently reset, and no further 
discrepancies W'ere noted. Assuming proper operating of the ~p SW'itch, 
this sequence of events was impossible, and no explanation is currently 
available. Also during the CDDT, it was revealed that AX 2 0 tank 
PCM reading would have to be biased by O.J psia to correspond to GSE 
pressures at termination of tank evacuation. The tanks were initially 
evacuated to l.JO psia and were predicted to leak so that the liftoff 
pressure W'Ould be 4.0 psia. 

The cabin leak rate test performed was subseqtentlyreported as 
invalid W'hen a leak rate of J.5 lb/hr W'as measured. It was decided to 
go with the 0.95 lb/hr reading that had been obtained during MSOB checks. 

Cabin closeout was delayed due to the loss of a mechanical com­
mutator associated with DFI Transmitter D. It was decided to replace 
this W'ith a solid state commutator. 

Cabin closeout was completed at approximately 20502 18 January 
1968. 

During the CDDT, 
t'W'ice for internal power 
problem to be corrected. 
consumed. 

the EPS went to internal po'W'er three ti.mes, 
checks and once to enable a ground po'W'er supply 
A total of approximatley 59 amp hours were 

The CDDT was scrubbed at 01:36 GMT 19 January 1968 because of 
problems with ground computers used for the launch vehicle preparation. 

4. TERMINAL COUNT 

Support for the terminal count began at 07302 22 January 1968. At 
this ti.me, the vehicle was configured the same as at the termination of 
the CDDT, i.e., both glycol pumps W'ere running for coolant circulation 
W'ith freon being used for cooling, inverter 1 was online, and the space­
craft was on external electrical power. The terminal count progressed 
as schedule until T-3:30:00 when attempts were made to increase the freon 

0 flow to drop the glycol temperature from the 55 F level to the desired 
0 liftoff temperature of approximately 35 F. In so doing, freon flow 

apgeared to be completely lost and the glycol temperature rose as high as 
65 F. A hold W'as called at T-2:JO:OO while efforts were made to correct 
this problem. The problem was isolated to the GSE freon supply and 
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resulted in insufficient freon being available to extend the count until 
the desired KS: termination time if a high freon flow was constantly 
maintained. A desire to decrease the freon flow to conserve freon and 
the possibility that the glycol temperature could not be maintained a.-; 
desired resulted in extensive discussion between ASPO management, MSC 
and GAE: subsystem engineer~and Flight Control personnel to determine 
the maximum glycol temperature acceptable for launch. The areas of 
concern were what effect would an elevated temperature have on water 
boiler start up, what effect would this have on the temperature profile 
prior to water boiler start up, and what, if any, equipment degradation 
might result from operating at elevated temperatures. The discussions 
brought forth considerable nev data, including the fact that the GNC 
Division did not approve of PGNS critical temperatures or lifetime 
estimates. It was finally resolved that water bQiler start up would 
not be jeopardized by a gl7col temperature of 55'7 at liftoff although 
all efforts should be made to maintain this tempe~ture at or below the 

' previously established maximum redl1ne value of 45"1'. Freon control ws 
eventually regained, and although several excuz1.sions of glycol temperature 
occurred, stabiliza~ion was maintained under 55~. Glycol temperature 
at liftoff was 48.5 F. The LM went on internal electrical power at T-42 
minutes • . Discussion had also occurred several times between ASPO and 
Flight Control personnel as to what the redline current limits should be. 
This discussion basically centered around the fact that the RCS heater 
duty .cycle was unknovn and that variations in current could be due to 
either a short or to an increased heater duty cycle. Because of data 
seen during the vehicle interface testing, it was felt that if a current 
of over 65 amps was seen for more than a few seconds, a vehicle problem 
was indicated. No resolution could be reached, and the launch mission 
rule redlines remained' at 60 amps 'Without heaters and 80 amps with heaters. 
It was agreed among the flight control team that we would call the hold 
if currents exceeded 65 amps and an explanation was not apparent. 
Variations in excess of 15 amps occurred during prelaupch, and the current 
was near the maximum observed level a~ liftoff (55 amps). The Dru, with 
a stabilized glycol temperature of 55 F, had a 1?% duty cycle prelaunch. 
'When the spacecraft vas cooled for flight, the IMU heater duty cycle rose 
to 27/, and remained between 2?% and 19% for the rest of the mission. At 
liftoff, 96 AH in addition to the 200 AH that had been predischarge 
(50/battery) had been consumed. 

5. LAUNCH PHASE 

Liftoff occurred at 22:48:lOZ 22 January 1968. The cabin began 
relieving at approximately T+53 seconds and stabilized at about 00:02:30 
GET at 5.5 psia. The water valve openked at 00:03:07. The glycol 
temperature reached a maximum of 56.20.f, c0n■iderabl7 l5:1wer than 
predicted based on a liftoff glycol temperature or 48.5'-'F, and began 

. the predicted decrease shortly after water now was established. 
Reference Attachment 1. The total current gradually increased from 
an average of 43 amps to a maximum of 65 amps at 00:02:00 GET and then 
slowly decreased to an average of 43 amps. Peak current levels were 
caused by the simultaneous turn on of most of the RCS heaters. Chart 
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recorder records indicate that the RCS heaters never came on again during 
the mission. Periodic thruster firing evidenly kept the quad temperatures 
above the thermostat trigger level. Other than a few expected data 
dropouts during boost, data quality was very good during this mission 
phase. 

6. ORBITAL PHASE 

A. Coast Prior to Separation: The only anomaly noted during insertion 
and separation was that the physical monitor discrete for SLA panels deploy 
did not occur upon receipt of either the IU programed command or in con­
junction with the backup RTC. Checks by the· BSE indicated that the TM 
points associated with the redundant relays in the spacecraft jettison 
controller had been activated. Measurement K149-900 SLA PANEL DEPLOY, 
is composed of eight lanyard switches (two per panel) which are hooked 
in series - paral+el configuration0 These switches are activated when 
the panel moves to approximatley 40 or near the full open position. 
Malfunction in either the instrumentation point, one or more of the 
switches, or in the degree of panel deployment would have resulted in 
the lack of this indication. 

B. Separation: Separation occurred nominally with the primary 
S-band system operating in low power mode coming online at approximately 
the time of separation. A data dropout of about 2 seconds in duration 
occurred at the time of antenna switchover. Data playback subsequent 
to the Carnarvon pass indicated that the S-band data was of good quality. 

C. DPS Cold Soak: Systems performance during the DPS cold soak 
period was nominal, with the only discrepancy the above-average number 
of data dropouts and periods of marginal UHF signal strength. Concern 
during the first CONUS past was that the calibration curve for GT0619, 
UHF SIGNAL STRENGTH, had shifted. A request to verify this by executing 
the DCA SELF TEST RTC over CYI Rev 2 was denied. Trying to analyze the 
communications difficulty without this data point was inconclustve. The 
OCA SELF TEST command was exectued three times during the Rev 2 CONUS pass; 
twice (03:10:12 and 03:10:26 GET ) at a signal strength of approximately 
-106 dbm and once (03:12:58 GET ) at a signal strength of approximately 
-92 dbm. Spacecraft rejects were received both times at the lower signal 
strength and a verify at the higher signal strength thus confirmin~ that 
the calibration curve had not shifted (predicted threshold -99 dbm). 
Reference Attachment 2 for communications coverage reports during this 
period. Water usage ~as as predicted with the glycol temperature slightly 
lower than expected. lPlayback of the USB data fro~ CRO, Rev 2 indicated 
very good quality telemetry in the high power modeJ\ This is thought to 
be the result of lower structural heat inputs than cpmputer analyses 
showed. No effects of day /night cycling were noted• ; Reference Attachment 
3 for water usage trends. Cabin leak rate was con~erably less than 
predicted. Reference Attachment 4 for the cabin pr ssure trend. The 
battery temperatures stabilized at 60°F for the d cent batteries and 

0 , 
40 for the ascent batteries. The glycol ~rature had stabilized 

near 41. 5 °F during this period • .----------
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D. DPS 1: All systems performed nominally during the DPS 1 sequ~nce. 
VHF and UHF data dropouts were experienced until after the maneuver to 
burn attitude. Subsequent to this, VHF data and UHF signal strength were 
extremely good. UHF signal strength during the CRO pass W'as oscillating 
around -54 dbm. 

E. Alternate Mission C: . Prior to executing this sequence, based on 
GUIDO inputs that the vehicle attitude was expected to be such that the 
+Z axis would be pointing towards earth during the sequence, predictions 
were ms.de that UHF signal strength would be adequate for commanding prior 
to the sequence and good during the sequence. The BAT 5 B/u CDR RTC was 
executed over HAW Rev 4 (06:00:28 GET), and systems behaviour was as 
predicted. Battery 5 assumed about 45% of the load while the descent 
batteries shared the rest. The MAST:ra ARM ON RTC was also executed over 
HAW Rev 4 (06:00:46 GET) as a backup to Sequence III ABORT STAGE A.RM. The 
only anomaly noted during PRA Sequence III was that during the time the 

, DPS was "armed" or "on" the inverter voltage oscillated between 113 to 
124.5 VAC. No GDA fail indications or other effects were noted as a 
result of this fluctua~ :' voltage. Abort Stage occurred as predicted 
with BAT 6 SE coming on line nominally. BAT 5 pulled 881, of the load for 
about 30 seconds. For the next 5 minutes, both battery currents sought 
stabilization levels. This was felt to have resulted from BAT 5 being 
warmer, BAT 6 having a higher charge, and a high load because of RCS 
thruster activity,although the number of variables involved prevents 
any definite conclusions. Thereafter, both batteries shared the load 
equally. Abort Stage time was recorded at 06:12:19 GET and adjusted 
for data delay to 06:12:14 GET. 

F. PRA Sequence V (APs· 2): PRA SEQ V was cued over HAW and executed 
over HAW RKV Rev 5. Communications coverage during the sequence ws good. 
This sequence was nominal with the exception that following RCS propellant 
depletion, eight RCS thrusters remained on electrically. This resulted in 
the total current increasing to 81 amps and shortened the predicted vehicle 
electrical lifetime from 16:15:00 GET to 12:45:00 GET. 

' 

6. EXTENDED MISSION 

The last site with any appreciable coverage was GYM Rev 5 at approximately 
7:52:15 GET and solid lock at this site was never achieved due to excessive 
spacecraft rates. At this time, all systems were operational with a 
predicted vehicle lifetime, constrained by electrical power, of 12:45:00 
GET. Sufficient water remained for a vehicle lifetime of 16:50:00 GET 
at which time the VHF transmitters were predicted to reach maximum spec 
temperatures. On Rev 6, carriers were received momentarily by AS:, GYM, 
and HAW, but the data vas insufficient to proc••• at M:C-H. The extended 
mission objectives of switching inverters, placin& BAT 6 on its backup feed­
path, opening up the secondary water feedpath, and monitoring s7atem degrada­
tion during consumables depletion were never accomplished because of vehicle 
LOS. 
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7. SYSTEMS DISCUSSION 

A. Electrical: The total average current Yas slightly beloY estimates 
because of the lack of RCS thruster heater activity during orbit. This has 
been estimated to be about 190 watts, or a 25% duty cycle, after the LM 
attained orbit. The IMU heater load Yas as predicted. Adjustments made 
to the predicted power profile following CDDT compared very favorably to actual 
power usage. See Attachment 5 for predicted vs acutal power consumption. 
The main anomaly that occurred of concern was the inverter fluctus:tion. 
The inverter is expected to have a recovery time of about O.J seconds after 
a load is applied. With a sample rate of once per second, it is very hard 
to reconstruct the exact performance, however, since variations in inverter 
voltage were considerably above predicted and exceeded both the inverter 
specifications and DEX::A test limits, it is vecy possible that a serious 
problem with the inverter was encountered. It is recommended that exhaustive 
testing be perfonned to detennine the type, extent, and effect of inverter 
loads for subsequent missions. 

B. Pyrotechnic: All systems were pressurized as predicted, and no 
known sequential anomalies occurred. 

C • .Environmental: The EX::S perfonned exceptionally well in the two 
pump configuration and with the 209 AD water boiler. As the EX::S will not 
be flown -in this configuration again, assuming LM-2 will not be flown, 
testing under single pump operation, a new water boiler, and with the 
water regulators referenced to the suit loop/cabin muJt be perfonned 
before earth orbital testing of this system can be considered complete. 
From LM-1 data however, there is no reason to suspect any problems. 

D. Instrumentation! The instrumentation system perfonned very well 
during the entire mission. As predicted, several measurements floated 
considerably. They tended toward a minimum value but had occassional 
spikes. This was especially noted on the descent battery current readings. 
The RCS PQMD data indicated that these two readings, GR1085Q and GR1095Q, 
did not track properly until they reached a level of 87,t. 

E. Communications: UHF performance was well below that expected; VHF 
coverage, although adequate, was poorer than expected; and S-band on both 
low and high power modes was considerably better than expected. The exact 
reason for the below par performance on the VHF/UHF communications link was 
not discernible in real time. Considered~ (1) ~oor vehicle attitude, 
(2) a loss of or damage to one VHF/uHF antenna, (3) an antenna gain 
problem, or (4) a phasing interference between the fore and aft antennas. 
At no time during the mission were there any indications of S-band corona. 

F. Structural: No structural anomalies were noted, and as mentioned 
previously, cabin integrity was excellent during the early portion of the 
mission. Although not directly tied to any particular mission event, cabin 
pressure decay increased at OJ:J0:00 GET and by 06:JO:OO GET had reached 
the predicted profile. 
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~OMMENDATIONS 

A. Spacecra_ft: 

(1) Integrated testing be performed to determine the type, extent, 
t. u.:, effect of AC loads on subsequent missions. 

(2) Analyses/testing be performed at various vehicle altitudes to 
de t e mine any interference that might result with uplink UHF capture of 
both 3pacecraft antennas and also the effect of simultaneous access to 
Vlli' downlink. 

(3) EDS performance data be extrapolated to single pump operation 
and the new water boiler configuration. 

B. General: 

(1 ) Positive indications of the status of incoming telemetry data 
at selected console operating positions is a must. The present indication 
does not indicate whether this is a site problem an ~C processing problem, 
or a spacecraft anomaly, and in addition, doee not serve to indicate static 
data if the problem is within the RTCC. Voice reports proved inadequate for 
subsequnt . assessment of data quality and caused unnecessary chatter on the 
loops. The EEDOM position had the reporting of Aos; LOS, and dropouts in 
data to other flight control positions as a major mission function. 

(2) Some means be established whereby there is a meaningful exchange 
of data between KSC engineers, both NASA and GA&:, and the system flight 
controllers. This applies both during initial OCP checkout and during MCC/ 
KSC interface testing. On this mission, the only data of significance, 
other than routine phohe calls, was that obtained on communication tests · 
to determine ranging switch prelaunch position. Requests for DVM vs ACE 
readings on several parameters, although requested officially, were never 
available • Also filled-in OCP 1s were never received although requested. 
The problem that continuously arose was a requirement for Flight Control 
Division personnel to concur in KSC/Program Office changes to redline 
values and operational procedures strictly on the basis of on-the-spot 
relayed information which was, in general, in direct conflict with previously 
supplied technical data. The addition of L. Lopresti as a GA.ED representative 
for FCD at KSC greatly helped this situation although one man certainly 
cannot be expected to accomplish this task. Guidelines should be established 
as to the interface possible between cognizant KSC engineers and systems 
personnel during OCP testing. There appeared to be extreme reluctance to 
allow discussions of system data on OIS 258 during the conduct of OCP 1 s. 
Although this is understandable, it prevents test data to be used in lieu 
of analytical data. 

(3) Distribution of OCP 1 s and applicable deviations until the 
. CDDT were late in arriving and were insufficient to allow each operating 

console the necessary outline for test monitoring. Late delivery also 
precluded the desired review and resulting change coordination. 
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(4) A means should be established where items not covered within 
the time frame of Launch Mission Rules are coordinated between MSC/KSC 
personnel to insure a common understanding as to equipment statue and 
last-cheok readouts. 

(5) A strong organizational position should be taken to try 
and alert all appropriate personnel of the necessity of providing analytical 
vehicle data and test results in time to meet derived documentation 
cutoff dates. With only minor exceptions, the characteristics of nominal 
operation for all associated ~OM systems were changed or initially . 
documented during the month preceding the mission. Considerable new 
data requiring assessment was received within hours of liftoff. The 
existence of these situations, although somewhat understandable for 
the first-of-a type launching such as LM-1, could have catastrophic 
impact on subsequent missions. 

(6) A definite, although flexible, plan be developed as to what 
OCP support data flow testing, and network validation testing will be 
required for a mission, and what personnel are expected to support. On 
several occasions, SSR personnel were brought in on the understanding 
that their support was required, only to find considerably later that 
there was nothing specifically for them to do. 

f~'Tc"' 
(7) A computerAshould be developed to provide a continuous 

readout of vehidet attitlde with respect to i.cal horizonal - local 
vertical. Only with this type of data can circuit margin and other 
assoiciated communication problems be analyzed. 

Donald R. Puddy 



SITE 

MILA 
GBI 

BOA 

RED 

CYI 

CSQ 

CRO 

RKV 

GYM 

TEX 

RF QUICK LOOK ANALYSIS 

REV 1 

Ltif VHF 

GOOO GOOD 

GOOD GOOD 

TM COMPUTER 00\.twt-J 

GOOD GOOD 

UNKNO\.twt-J INTERMITTENT 

LN-ACCPT. (GOOD GOCO, BUT NOISY LATE IN PASS 
FROM SHORTLY 
AFTER AOS TO 

22 SEC 
AFTER SEP. 
REI-IAINDER OF 
PASS HAD VIR-
T~LL Y NO UP-
LINK CAPABILITY. 

LNKNO~ GOOD 

GOOO.lSJ" 90 SEC. GOOD 
LN-ACCPT. 11-iERE- GOOD 
AFTER 

GOOD OVERALL, GOOD 
SUSPECT HANOOVER 
PROBLEM Bn.N TEX 
AND R.KV 

ATTCH 2 

S-8.AND 

NA 

NA 

NA 

NA 

NA 

GOOD 

NA 

GOOD 

GOOD 



REV 2 

SITE ·-- . - -- ... - UHF .. .. ,, VHF S-B.AND 

MI LA · -· ~ - ~ - · .. GOCO GOOD· NOISY FOR ·· GOOD . - - . .. 

G8I 20 SEC APPROX. 
3 SEC AFTER TEX/MILA 
HANDOVER 

BDA GOOD GOOD GOOD 

RED NO - UPLINK MARGINAL GOOD (SLOW 
(VERY NOISY) TO UPLINK) 

CYI GOOD MARGINAL GOOD 

CSQ UNKNOWN LNKNOWN NA 

CRO GOOD GOOD UPLINK 
LOOKED GOODJ 
PLAYBACK WAS . 
A LITTLE 
NOISY 

HAvJ UN-ACCPT. GOOD GOOD 

RKV lJIJKNOWN. l.NKNOWN NA 

GOS MAAGlNAL (CYCLING) NA GOOD 

TEX l.N-ACCPT. GOOD GOOD 



REV 3 

SITE LHF VHF S-B.AND 

MILA 
GBI LN-ACCPT GOOD GOOD 

BOA GOOD GOOD GOCO 

RED SAW GOOD CM) CARRIER MARGINAL SNE AS 
DLRING FIRST HALF OF PASS. LHF 
NO Cl-10 CAARIER LAST HALF 
OF PASS. 

CYI NO AOS 

AC/V LNKNOW'-J LNKNOW'-J MARGINAL 
APPEARED 
TO HAVE 
UPLINK 
PROBLEMS 

CSQ LNKNOwN LNKNOW'-J NA 

CRO t,,IARGINAL · CRO SAYS GOOD. GOOD 
TIC SAYS NOISY. 

HAW GOOo:: - LNTI L VERY GOOD GOOD 
NEAR LOS. WHEN S-B.AND 
SIG STR · INCREASED, UHF 
FELL OFF L.t-JKNOWN NA 

RKV LNKNOWN 

GOS GOOD LNKNOwN GOOD AFTER 
AOS + 40 
SEC. 

TEX GOOD ' GOOD GOOD 



REV 4 

SITE UHF VHF S-BAND 

MILA GOOD GOOD GOOD 
GBI 

BDA GOOD ll'J-ACCPT LN-ACCPT 

Af\JT GOOD LNTIL FINAL MARGINAL NA 
1/3 OF PASS - FLNAL 1/3 OF 
SUDDENLY tJ-.JACCPT. PASS DATA 

ERRATIC 

ACN LNABLE TO LOCK UP O'J Af\JYTHING ARIA REPORTED GOOD 
SIG STR DURING TiiIS TIME PERIOD. 

CSQ LNKNOWN ll'JKNOwf\l NA 

CRO GOOD GOOD GOOD 

~w MARGINAL MARGINAL GOOD 

RKV e, II JI. "' ,, .. ,,, V '" "A: C ,:1,'ll} NA 

GDS GOOD NOISY DATA DURING GOOD 
TEX GOOD ENTIRE STATES PASS UPLINK 



REV 5 

SITE LHF VHF S-8,6/•m 

MILA 
GBI NO DATA 

PNT GOOD GOOD NA 

ACN LNKNO\<iN MA.RGINAL GOOD AFTER 
3 MIN INTO 
PASS 

CSQ LNKNQ\tit.J MARGINAL NA 

,CRO GOOD MARGINAL GOOD 

GWM NA NA GOOD 

HAW GOOD GOOD GOOD 

RKV LNKNC)l.,t-.l LNKNO\ttN NA 

GYM GOOD GOOD GOOD 



APOLLO 5 

CSQ fl.IGHT CONTROL TEAM 

FIN.AL MISSION REPORT 

JANUARY '24, 1968 



INTRODUCTION 

The Apollo 5 (AS 204/IM-l) Mission launch on January 22, 1968, was 

supported by the Coastal Sentry Quebec ship located at 96°E longitude 

and 27°s latitude. This report includes an analysis of premission and 

mission support as observed by the CapCom, IM Systems, and Booster Systems. 

Telemetry 

IM telemetry was very erratic throughout the mission . Receive 

signal strengths were recorded; however, their calibration is not con­

sidered as accurate as desired. Accurate calibration could not be properly 

accomplished without bringing down the transmit carriers, since they cause 

interference noi~e. However, the receive signal strength was generally 

between -87 and -102 dbm. All five receive signals appeared to fade 

together and at approximately 25-30 second intervals. This caused frequent 

dropouts on R::M which was also observed on transmitter E IRIG 5. 

PCM quality was not considered to be par with most Gemini flights. 

No explanation can be given, except the possibility of selective interfer­

ence caused by driving both +Zand -z antennas. It should be noted that 

since the spacecraft was inertial, the spacecraft attitude, with respect 

to the local horizontal, could cause a considerable difference in signal 

strength and PCM quality at the various sites around the range. The 

following approximate times out of sync were judged from analog recorders: 

Rev 1 50 secs. out 

Rev 2 1:40 out (last 3 mins. solid) 

Rev 3 1:30 out (2:30 solid at midpass) 

Rev 4 1:30 out 

Rev 5 h~~fy would have been the best quality judging by 



receive signal strength; however, a ground station problem at AOS 

affected R/T pass. 

UHF receive signal strength also varied greatly during our 

passes. 

SLV 

2 

The SLV had poor quality of ro'1 data reception during the 

second and third passes. No ground conditions have been found which 

could cause the problem, but Carnarvon did not report any similar prob­

lems. One area of question is the attitude relationship of the ID 

antennas with the CSQ and the resulting antenna patterns. 

Network Communications 

Voice communications for premission and mission support was 

fair to poor. Teletype was fair to good for all phases of mission support 

and poor for premission support. All problems associated with communi­

cations were attributed to the hours of support for the mission. 

Mission suwort Documentation 

Mission support documentation was adequate but many changes 

had to be incorporated onsite. Specifically, revisions to the FCOH, 

Mission Rules, IM Systems Handbook, and the NOD. It was felt that the 

majority of the corrections could have been incorporated prior to flight 

controller deployment. 

Site Support 

Site support was excellent. M&O personnel worked many hours 

with us in trying to resolve problems encountered in the 1218 program. 

This support extended for a period of a week. Mission support was also 

excellent. 
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Problems 

The RSDP (1218) 11Aspect 11 program would not process SLV command 

history requests properly. The requesting of an SLV command history 

would in most cases: (1) give an incorrect history containing errors 

or missing a command word and (2) cause the computer t o loop leading to 

an eventual fault. Since no SLV commands were transmitted from the CSQ, 

this did not cause any problems except for premission testing. 

A 1218 computer "fault" occurred midpass during revolution 3. 

No clue to the fault could be found. The program was reloaded and per­

formed properly. 

A telemetry power supply failed in the early portion of revo­

lution 5. The problem was found and corrected prior to midpass. 

The 1218 computer 11faulted 11 at LOS of revolution 5. The cause 

was determined to be a faulty cable harness associated with ship vibra­

tion. The cable was repaired and the problem corrected. 

IM Mission Analysis 

A thorough analysis of data was made in an attempt to determine 

the problem associated with Mission Toase 9. Mission Phase 9 events were 

recorded in GMT as follows: 

A. FW2 B5 TJMERS DISABLED 02:43:12.5 
FW2 B7 ORBIT INTEGRATION ON 02:43:12.5 

B. FW2 B7 ORBIT INTEGRATION OFF 02:43:16.5 
FHE Bl2 KAIMANU IGNORE FINAL YAW 

c. FW2 Bl3 START UPDATE CDU' S IN KALCMANU 02:43:17.5 
D. FW2 Bl3 CONTINUE UPDATE CDU'S 02:43:18.5 

FW2 Bll KALCMANU IN PROGRESS 
DB B7 DEADBAND MIN 

E. FW2 Bll .KALCMANU NOT IN PROGRESS 02:43:33.5 
F. GL4221 DFI CAL ON 02:44:27 
G. GL4221 DFI C .. AL OFF 02:44:39 
H. GY0111/ G10112 ED ARMA/BON 02:45:43.5 
I. FW2 B7 ORBIT INTEGRATION ON 02:46:43.5 

CH30 B3 ENG ARM ON 
CHlJ Bl4 AUTO OFF WENT ON 



J. Glil348 DPS ARM ON 
K. FW2 B7 ORBIT INTEGRATION OFF 
L. FWJ.. Bl AVERAGE G mI'EGRATmG 

02: 46:44 
02 :46:50.5 
02 :47:19.5 

M. FW2 Bl5 s/c m ACCEL FLIGHT 
N. GlD.419-23-27-31 PI.US X TRANS ON 02 :47:41.5 

ALL DOWN FIRmG JETS STEADY EXCEP.r A4D ALTERNATED 
ON/OFF WITH ON TIME APPROX 90 PERCENT. 

0. DB B6 ULLAGE REQUEST 
P. Clll3 Bl5 ENABLE T6RUPI' ON 
Q. CH13 Bl5 ENABLE T6RUPI' OFF 
R. CH13 Bl5 ENABLE T6RUPI' ON 

CHll Bl4 AUTO OFF WENT OFF 
CHll Bl3 AUTO ON WENT ON 
FWl B5 TO DV MONITOR, ENG ON 
GH1301 DPS ON 

S. GH1419-23-27-31 PLUS X TRANS OFF 
T. CID.3 B15 ENAm..E T6RUPT OFF 

DB B6 ULLAGE REQUEST OFF 
U. GY0111/GY0112 ED ARM A/B OFF 
V. FWl B5 TO DV MONITOR, ENG OFF 

FW1 Bl AVERAGE G INTEG OFF 
CHl1 B3 UPLINK ACTIVITY OFF 

w. 

CHll Bl4 AUTO OFF WENT ON 
CHl1 B13 AUTO ON WENT OFF 
GlD.301 DPS OFF 
GG9003 PGNS CAUTION 
DB ~ DEADBAND MAX 
DSPTAB 11 B9 PROGRAM CAUTION 
CHl1 m3 AUTO OFF WENT OFF 
CH11 B2 CPTR ACTIVITY LAMP OFF 
FW2 B15 s/c in NON-A.CCEL FLIGHT 

X. FW2 B5 TlMERS ENAm..ED 
CHl1 B2 CPTR ACTIVITY LAMP ON 

02 :47 :42 
02: 47:43.5 
02: 47:47.5 
02 :47:49.5 

02:47:50 
04:47:50.5 

02:47:52.5 
02:47:53.5 

03:47:55.5 

02:47:56.5 

Many of the above events were patched to 150/150 pen recorder and 

times were obtained. by tape playback. 

CAM printouts indicated that the LGC issued all commands 

properly up to and including 005/005 master arm off. 

A CAM P/0. of LGC downliat (iMT 68) indicated that the 

following were available at Tl/T2 of 03:55:49: 

a. State vectors with state time of 04:00:19/04:00:19. 

b. VG 1 s/VG 1e and VD 1 s/VD 1s. 

c. Pred. Eng. on time of 03:59:40/03:59:40. 

4 
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Time-to-go LGC word 75B bits 7/7 through 12/12 were patched 

to event recorder and tape P/B indicated that time-to-go was not 

present when eng. on signal was given. According to LGC takes a ride, 

this time should have been initialized at eng. on. 

CAM P/0 indicated that eng. on time of 03:59:40/03:59:40 and 

eng. off time of 03:59:45/03:59:45 (Event LGC word 30/30). 

The 12/12 LSB 1 s of LGC words 58A PIPA X, 58B PIPA 6, and 

59A PIPA Z were patched to event recorder: 

a. PIPA X 7777/7777 octal 
0001/0001 octal 
7777/7777 octal 
0002/0002 octal 

02:47:20/02:47:20 
02:47:26/02:47:26 
02:47:28/02:47:28 
02:53:03.5/02:53:03.5 

through eng. on time and after eng. off read 00017/00017 

octal ( TLM) • 

b. PIPA Y and PIPA Z read essentially 

7777/7777 octal through eng. on time 
with TLM R/0 of 77723/77723 and 
77771/77771 respectively after eng. off. 

LGC word 55/55 read after eng. off: 

Failreg plus 0/0 01405/01405 octal 
Failreg plus 1/1 00315/00315 octal 

LGC word 56B read after eng. off: 

.AJ.:mcadr 02013/02013 octal 

.AJ.:mcadr plus 1/116003/16003 octal 

Although failreg plus 1/1 displayed 00315/00315 forget it 

error code, not all items in LGC takes-a-ride were accomplished by 

forget it. 

CH 11/11 read 02002/02002 vice 00000/00000 
CH 13/13 read 00100/00100 vice 34000/34000. 

In conclusion, it appears that the failure occurred in the 

PGNS monitor DV routine. 
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SLV Mission Analysis 

CSQ received very good voice reporting throughout the 

launch phase. The launch appeared nearly nominal based on these 

reports. The first report of any problem occurred shortly after 

insertion with announcement of a possible leak in the ECSGN2 sphere 

(D25-601). The second anomaly occurred after the CYI pass at which 

time the following voice reports were received: 

1. No TM confirmation of SLA deploy. 

2. SLA deploy physical monitor is confirmed. 

3. SLA deploy relay A is all that can be confirmed. 

CSQ gained acquisition of the SLV at 47:42 GET. At AOS, 

both SLA panel relays indicated the deploy command had been given 

but the SLA deploy physical monitor did not indicate full SLA 

panel opening. The decision was made by the Flight Director to go 

for separation assuming a SLA panel TM failure. Vehicle rates and 

attitude errors were zero and the separation attitude of pitch 86.2 

degrees, yaw 359.1 degrees and roll 359.8 degrees was achieved. 

LM/SLA separation occurred at 53:54 GET. All SLV systems were go 

throughout the pass. SIVB tank pressures were well within nominal 

range (LOX - 20 PSIA; LH2-l to 13 PSIA). LOS occurred at 55.28 GET. 

Information received by voice and TTY reports indicated 

the ~ev. 1/2 pass over the U.S. was nominal. LH2 tank venting and 

passivation buss enable occurred on schedule. ECS GN2 sphere pressure 

lifetime was extended to 5:30 GET. 

CSQ started receiving signals from the SLV at 2:21:00 GET 

for the second pass. However, because of wide fluctuations in signal 
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strength, the PCM ground stations could not hold lock (syachronization) 

for more than several frames at a time. Meters were fluctuating 

wildly and it was not possible to determine good data from bad. It 

was near midpass when the PCM ground station finally locked up on 

the signal. LOX dump had commenced. Times for the following events 

were noted: 

FC SIVB Burn Mode Off 2:27:37 

LOX Dump Terminate 2:28:16 

LH2 Dump Commence 2:28:25 

The time relationship of FC SIVB burn mode off indicated that 

the FCC remained in thrust vector control for the full time period 

and attitude errors did not exceed the 12 degree limit. LOX 

pressure at the start of LOX dump was 26 PSIA. The pressure drop 

during the dump was slow but steady. The pressure at the completion 

of LOX dump was approximately 20 PSIA. All systems appeared to be 

GO during the pass and attitude data taken from the LOS buffer of the 

RSDP indicated that attitudes were correct at the time the RSDP 

bui'fer was locked up. LOS occurred at 2:28:34 GET. 

CRO reported passivation was nominal and all systems were 

go. CRO did not have the problem with PCM lock that the CSQ had. 

Because of the poor SLV data and also poorer than expected LM data, 

extensive tests were ma.de by the site to determine if a local ship 

problem was the cause. These results were negative and the poor SLV 

data appears to be caused by the SLV attitude with relation to the CSQ 

during the maneuver to passivation attitude. More analysis will be 

ma.de into this problem. 
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The postpass message for Rev. 3/3 pass over the U.S. was 

nominal except for a questionable closing of the LOX vent valve. 

CSQ acquisition for the third rev. occurred at 3:53:53 GET. 

LOX pressure at AOS was 3 PSIA which later dropped to 1 PSIA after 

the LOX vent was opened. PCM lock was bad during this pass also 

although not as bad as during the second pass. The time of the LOX 

and LH2 tank ventings could not be determined. LH2 tank pressure 

was 1 PSIA throughout the pass. All systems were go. LOS occurred 

at 4:00:39 GET. Sporatic bursts of data was seen until 4:01:21 GET. 

Very little was heard about the SLV during the Rev. 3/4 

pass over the U.S. The postpass message did indicate all systems 

go. 

CSQ acquisition for Rev. 4 occurred at 5:27:10 GET. All 

systems were indicating an all-go state. Consumables were depleting 

but at an apparently slower rate. PCM lock was very good and only 

occasional dropouts were noted. The vehicle attitude was correct 

and the vehicle was very stable in rates and attitude errors. LOS 

occurred at 5:33:53 GET. 

No further information was received from MCC concerning 

the SLV following this pass. An attempt was made to acquire the SLV 

on Rev. 5 but having no acquisition predictions. It was unsuccess­

ful. No SLV pointing data was received during the mission. Up 

until Rev. 5, the LM and SLV were sufficiently close that LM data 

could be used for initial pointing. This, however, did not work 

on Rev. 5 since the LM trajectory had been changed by LM engine 

burns. 



Based on the fourth pass data, the SLV should not have 

"died" prior to the fifth pass. 

Passivation Experiment 
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The passivation experiment functioned very much as expected 

at CSQ. All events occurred on schedule, based on TB4 time. 

Event Actual 

TB4l (for ref.) 9:53 
FCC SIVB Burn Mode On 2:26:13 
Commence LOX Dump 2:26:14 
FCC SIVB Burn Mode Off 2:27:34 
Complete LOX Dump 2:28:14 
Commence LH2 Dump 2:28:23 

Nominal (GET) . 

9:58 
2:26:18.1 
2:26:19 
2:27:40 
2:28:19 
2:28:29 

The passivation attitude maneuver could not be monitored 

because of the very poor telemetry data received during that time. 

Later, data and CRO reports did verify the maneuver was correct. 

The FCC remained in thrust vector control for the full 

programmed duration indicating that the attitude error limits of 12 

degrees in pitch and yaw were not exceeded during the early LOX 

dump. The actual attitude error values will be added later. 

During the LOX dump, the LOX ullage pressure (Dl79-424 and 

Dl80-424) followed the curve: 

SLV Systems 

Time GET 

2:26:14 
2:26:51 
2:27:51 
2: 28:14 

LOX Pressure 

26 PSIA 
26 PSIA 
24 PSIA 
20 PSIA 

Sequential Systems - All IU and SIVB sequential systems 

functioned very well as far as CSQ data could indicate. All switch 

selector events which were monitored by CSQ occurred on schedule. 

All events were 5 seconds ahead of the nominal time because of the TB4 
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initiate time of 9:53 rather than the nominal 9:58. A comparison of 

passivation events with nominal times is given in the passivation 

section of this report. Attempts were made on several passes to 

verify that LVDC AOS occurred on schedule. However, the ground 

station synchronization and other data requirements from the ground 

station prevented getting any valid data. 

Guidance and Navigation System - No anomalies were noted 

in the functioning of the G&N system. Guidance angles followed the 

nominal curves within approximately one degree. No automatic fail­

overs to backup modes were indicated by the orbital status word or 

the error monitor register word. The correct mode bits were indicated 

by the orbital mode word. The following bits of the OMW indicated a 

one state at the noted readout time: 

Pass 1 2 3 4 
IB4Time 0:45:08 2:18:40 3:47:40 5:19:36 

DCS Inh. Removed D26 X X X X 
Orbit Att. Hold D:L6 X X 
Orbit Pitch Rate Dl5 X X 
SIVB c/o Issued Dl2 X X X X 
TB4 Started Dll X X X X 
ECS Logic D09 X X X 

Attitude Control System - The attitude control system 

functioned very well throughout the mission from CSQ data indications. 

Vehicle rates were very small as were attitude errors (H71-602, 

H70-602, H69-602). Attitude error and rate recorded information 

had not be reduced at the time of this report. More specific values 

and times will be added. No failovers to backup modes were noted in 

the rate gyros or the spatal amplifiers. 

APS propellant and pressurent usage rate appeared slightly 
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higher than the expected nominal in the earlier part of the mission 

(through passivation). However, after passivation, the rate dropped 

and actual and nominal curves were very close together. 

Electrical Systems - No problems were noted in any of the 

electrical systems. However, there was some minor variation between 

predicted current values and the measured values. 

Battery Initial Pad Test Current (AMPS) 
Prediction Prediction Pass 1 2 J lz. 

IU No. 1 24-7 29 26 26 26 26 
IU No. 2 25.5 25 28 28 28 28 

IU No. 3 25.1 27 19 19 19 19 
IU No. 4 16.4 14 16 16 16 16 
Aft. No. 1 4 3 .3 .3 .3 .3 
Fwd. No. 1 47.3 4.3 4.3 4.3 43 4.3 

All voltages were steady between 27 and 30 volts. 

Environmental Control System - The air bearing supply system 

for the inertial platform functioned as expected. GN2 usage (Dl0-603) 

by this system was well within the nominal range and very close to 

the usage on Mission AS-203. The regulated platform inlet pressure 

(Dll-603) initially in orbit was 15.6 PSID but during the latter part 

of the mission, it rose to 16.0 PSID. The internal ambient pressure 

maintained a solid 12 PSIA throughout the mission. 

The temperature control system operated in two modes for 

this mission. During the first CSQ pass, the regular system main­

tained the temperature (Cl5-603) at 59.2 Deg. F. After the CRO pass, 

the LVDC temperature control logic was enabled. The temperature data 

was not recorded on Pass 2 because of PCM synch problem. By the third 

pass, the temperature had fallen sufficiently to close the water 

valve and temperatures were rising. From the relatively few data 



12 

points obtained at CSQ, the system appeared to function as expected. 

The usage rate of the GN2 supply system (D25-601) which supplies 

pressurant .to this system was higher than anticipated during the 

early part of the mission. It later tended to stabilize at the 

maximum expected usage rate of 5.8 PSIA per minute. 

Propulsion and Venting Systems - LH2 and LOX tank venting 

systems and pneumatic systems functioned very satisfactory from 

the CSQ viewpoint.Tank pressures at each pass were: 

Tank Pass 1 2 ~ lz. 

LH2 (D21-408) 11 to 13 1 1 0 PSIA 
LOX (D179-424) 20 26 3 0 

(Dl80-424) 20 26 3 0 

The LH2 tank appears to have been depleted prior to 

passivation. The LOX pressure followed the expected curves very 

closely. 

Helium requirements upon . the stage pneumatic system 

(ambient helium) to do the venting appear to be very small. Tank 

pressures increased after the first CSQ pass from 3000 PSIA to 3200 

PSIA for the second and third passes. Only after the supply was 

vented did the pressure drop to 900 PSIA. The pressure rise is 

assumed to be caused by a temperature rise but this has not been 

verified. 

Control helium (engine pneumatics) usage appeared to be 

greater than expected during the launch phase. At CSQ Pass 1, the 

control helium pressure was reading 1750 PSIA, 150 PSI above the 

listed marginal value for passivation. By Pass 2, the pressure had 

risen to 1900 PSIA. This again assumed to be a result of temperature 

rise. During passivation the control helium pressures followed 

the curve: 



Parameter 

Eng. Cont. Hel. PRS Dl9-401 
Eng. Regl. PRS Dl8-401 
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St. LOX Dump End LOX Dump St. LH2 Dump 

1900 PSIA 800 600 
370 PSIA 370 270 
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1. CAPCOM Postmission Report 

a. Telemetry Reception: 

The IM TM quality was less than expected, thus causing more drop 
outs than I had expected. However, on Rev. 4, we switched ACQ AID assignments 
between the SLV and IM which vastly improved the quality of our '.IM reception. 

b. DCS Operation: 

/.iC;:_, We only transmitted one (1) command from the DCS itself, and it was 
excepted on the first transmit. The IM UHF signal strength was much less 
-than expet:ted. We noted many s/c rejects when commands were being uplinked 
from the Apollo site during periods of low signal strength. During one pass, 
we relayed the signal strength to MCC. They then commanded when the signal 
strength was good. As a result, the commands got in with no problems. 

c. Network Cotmnunications: 

Very good at CRO. 

d. Mission Support Documentation: 

Overall, the documentation was very good, but the NOD Supplements were 
in terrible shape. I don't know if it was a result of MSC inputs to GSFC 
or GSFC preparations, but the supplements were in a pretty sad shape. It 
also appeared that the Mission Rules Revisions, prior to the Network/Mee 
Mission Rules Review, could have been transmitted prior to the time of the 
scheduled review. 

e. Site Support: 

The support from the CRO site personnel was excellent, and I have 
nothing but praise for the M&O personnel. 

f. Significant Mission Events: 

Rev. 1 - IM/S-IVB "separation; all.: events surrounding the separation 
sequence were nominal and it looked perf ect. Ref. LM Sys. 
Postmission Report, dated 23/08262. 

Rev. 2 

Rev. 3 

- S-IVB Passivation; the passivation looked real good. The 
oxidizer tank . pressure did not drop as much as expected but 
it was quite. sufficient. Ref, SLV Postmission Report, dated 
24/07172. 

- DPS-1 Burn; All the pressurization sequence looked good, but 
after ignition, we only got a four ~(~)__ iecond burn. After the 

. early shutdown, we extracted all the significant times from 
various recorders and forwarded them to MCC via voice then 'IWX. 
Our persoaj feelings were that the thrust build up and the 
LGC delta V counter were not compatible. 



Rev. 4 - Nominal Systems Monitoring 

Rev. 5 - No S-IVB Contact 

Rev. 6 - No telemetry contact on either vehicle. 

2. LM Systems Postmission Analysis 

a. All seperation events occurred nominally. There were no surprises . 
in this sequence as it was very much like many simulations we had run at 
Houston. The only noticeable difference was events were occuring about 
6/6 seconds early. This was due, I believe, to an early cut off on the S-IVB. 

b. The electrical systems looked real good on all of our passes. However, 
during prelaunch, we were looking at the i nverter voltage with interest. We 
saw this voltage up to 118.08/118.oB volts on several prelaunch sums. However, 
this stabilized at 117.59/117.59 in orbit. I suppose this 118.08/ 118.08 
figure might have been caused by higher GSE voltages than normal internal 
power. 

c. Environmental looked good. No comment. 

d. After staging,. although we were in narrow DB, there was considerably 
more thruster activity than I had thought there would be. 

e. Navigation: No comment. 

f. Communication on the UHF uplink was quite rotten. The signal strength 
was very unpredictable from this end even though Hous:n:m EEC0M seemed to be 
able to predict it pretty well. 

The VHF TIM looked real good here and we had no problems l ocking up 
on it. 

The USB downlink looked very good on all passes and we could lock 
up on it in FRI or SEC with no problem, but we seemed to always have LOS on 
USB several seconds prior to LOS of VHF. 

g. The instrumentation systems gave no problems during the mission but 
all the redundant loading of parameters sure gave us headaches in patching 
and station validation. General. comment: I believe all this protection we 
take for PAM Ge.te failures, SEQ failures, etc, makes the ground system so 
complicated and hard tr, validate that it l.oses any s'ignificance. In other 
words, I just haven't seen enough · '?M. failures to get very heped up over 
redundant loading. 

h. Propulsion: We had a 4/4 Sec DPS burn. The pressurize Seq. looked 
good to us. There was no rate problem. We thought we were go, then it 
shut down and we got a program caution and PGNS caution but could not get 
any error codes. Houston put in a verb 15/15 noun 50/50 then we got the error 
codes. We thought this verb 15/15 noun 50/50 should already have been in. 
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i. The DFI CAL appeared t o work OK but the parameter that we st ripped out 
of IRIG 5/5 indicat ed the CAL was a o/o to 100/100 PCT vice 15/15 to 85/85 PCT. 

j. I don' t believe the NOD was up to snuff for this mission. We had 
found most of the errors in it be fore we le ft Houston, and these were submitted 
to MCRB for input to Goddard. I am sure MCRB did submit this info cut i t sure 
was slow getting to the range. 

k. Station equipment and procedures were in order, however, we were still 
validating patching on launch day. 

1. Recommendation: Keep remot e site f light controllers remote. 

3. SLV Syst ems post m±ssion analys i s 

a. Sequential 

The S-IVB and IU seqential systems perfo rmed well without e vidence 
of any problems. All t ank venting sequences were comple t ely as programmed 
on every pass. The propellant dump sequences also occurred exactly a s scheduled . 

b . Guidance and Navigation 

No problems were observed in the Guida nc e and Navi gat i on System. 

c. Attitude Control 

Attitude Control was maintained throughout all phases of the mission 
occurri ng over Carnarvon . During the LOX dump portion of the passivation 
experiment, attitude errors were observed to reach approximately six degree s 
in pit ch and yaw, but body rat es held steady. Attitudes were within expec ted 
limits at all times throughout allpasses moni to red (4 passe s) . APS quantities 
and pressurants were more than adequa t e. 

d. Propulsive 

The Propulsive System, utilized during the propellant dump experiment, 
performed like clockwork. No problem was observed. 

e. Electrical 

All electrical systems functioned as predic t ed, with bus vo ltages and 
current close to those predicted. There were no electrical sy stem failures. 

f. Environment al 

The Environmental Control System performed well. Because of low 
methanol water temperatures, the water valve closed aft er ini t iation of ECS 
control logic and was observed closed on all subsequent Carnarvon passes. The 
methanol water contol temperature was low but in accept-range on the third 
pass, but was increasing by the fourth pass. TheECS GN2 sphere pressure leak 
reported by MCC after liftoff was slight and not detrimental to system performance. 



g. Instrumentation and Communications 

No problems or complaints were found with the Instrumentation and 
Communication Systems. Performance was satisfactory on all passes. 

h. Miscellaneous 

(1) SLA deploy monitor, IG.49-900, did not indicate the panels 
were deployed at CRO acquisition, first pass, but this proved to be an 
incorrect vehicle indication and IM-SLA separation was nominal. 

(2) The S-IVB oxidizer t ank pressure did not decrease as much as 
expected during the propellant dump, probabl y because of dumping mostly 
liquid. However, when the tank vent valve was opened during the latter 
portion of the pass, the t ank pressure was relieved to a satisfactory level. 

No other anomalies were observed. 

i. Conclusions 

The SLV performed admirably and all its mission objectives are 
thought to have been achieved . The propellant dump experiment appeared to 
be successful. 

No SLV ground commands were necessary or initiated from Carnarvon. 
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1. CapCom Postmission Analysis 

a. Telemetry reception from the LM \tTB.S excellent quality throughout 
the mission. Following the initial contact intermittency, we dropped 
lock several times midpass during Revs. 1 and 2. Overall, telemetry data 
was operational and presented no problems. 

b. DCS operations presented no problem. This site transmitted two 
commands to the LM spacecraft during Rev. 4 Guid. SeL AGS (40B), and PR.A 
start. Both ~ommand~ radiated only once and MAPS were received. For 
our Rev. 4 pass, I set the DCS retransmit switch to zero after clearing 
this procedure with the AFD. After the pass, the switch was set back to 
three. 

c. Network voice communications during the mission was fair. Voice 
was loud although there was a good deal of high background noiae as the 
day progressed. TTY receive was good at all times. In summary, communi­
cations were operational through the mission. 

d. Mission support documentation was adequate and no problems 
encountered in that area. DCI 1s and Query answers were sufficient to keep 
our documentation up-to-date. 

e. There were no problems encountered with site support. All station 
equipment was green and all station personnel did an excellent, profess­
ional job. 

f. Significant mission events occurring over our site were as 
follows: 

(1) On Revs. 1, 2, and 3, the passes were very nominal with no 
S/C activity. However, the UHF receiver signal strength was varying 
considerably and would oscillate from ~5 DBM to -100 DBM. 

(2) On Rev. 4 at about H-9 minutes, we received a pad message 
indicating that RKV would execute PRA Seq. 3 (MRS). Shortly after our 
acquisition, LM Systems sent the Guid. Sel. AGS command to the S/C. 
The command was received and acted upon by the S/C. At a GET of 
06:10:00, the CapCom sent the PRA start command to the S/C. The command 
was received and PRA Seq. 3 initiated. The S/C performed the sequence 
nominally. Abort stage occurred about two seconds prior to our LOS. 
UHF receiver signal strength was approximately ~5 DBM when both commands 
were transmitted (we say approximately because it was oscillating 
slightly). 

(3) On Rev. 5 at about H-10 minutes, we were briefed by the 
.AFD that PRA Seq. 5 would be initiated at HAW and that the S/C APS 
engine would be firing at our acquisition. The APS was firing at our 
acquisition. Within 30 seconds after AOS, the RCS fuel depleted and 
the S/C picked up high rates in all axes. The IMU went into gimbal 
lock. The APS fuel depleted and shutdow approximately three minutes 
after our AOS (approximately 07:49:00 GET). The high rates continued 
throughout the pass; however, telemetry remained solid throughout the 
pass. 



2. LM Systems Post.mission Report 

s/c Systems Analysis -

a. Sequential -

2 

(1) LGC Control - All LGC se~uential events occurred as planned 
through launch, RCS pressurization, S/C separation, and all events up to 
and including DPS-1 ignition. Unfortunately, the LGC Delta V monitor 
terminated the DPS-1 burn three seconds after ignition thus committing 
the remainder of the mission to PRA control. 

(2) PRA Control - The PRA was used to accomplish the minimum 
mission objectives and performed faultlessly during PRA Seq. 3 over 
the RKV and PRA Seq. 5 initiated over HAW. 

b. Electrical - The LM electrical power system performed as pre­
dicted with no noted anomalies. 

c. Environmental - Our analogy indicated that the LM water sublimator 
performed better than predicted as determined by the glycol temperature 
and ascent water usage rates. 

d. Control - The Control and Electronics System performed all its 
tasks and incurred no failures during the mission. On RKV Rev. 4, the 
guidance system was commanded to AGS. At switchover, no transients were 
observed in either of the three axes. PRA Seq. 3 was started and all 
events clocked off normally. During the two DPS burns, the rates and 
attitudes of all axes remained stable. Abort stage took place almost 
simultaneously with our station LOS. · 

e. Navigation - The only comment we can offer in this area is that 
the PGNS performed as expected and further demonstrated reliability by 
performing an attitude maneuver to positions uplinked by MCC and main­
taining those attitudes within expected tolerances. 

f. Communications - One problem in the communications systems area 
which affected all the sites around the range was that of the inability 
of the S/C to accept commands when the S/C UHF signal strength decreased 
below a -92 DBM. This measurement would cycle at a very slow rate from 
a -107 DBM to a -74 DBM. It seems very unlikely to be an antenna 
pattern versus s/c attitude problem. Telemetry quality was good on all 
passes and was especially commented on by the M&O personnel as being of 
the best quality of any vehicle supported by this site, which we might 
add dates back to the Mercury missions. 

g. Instrumentation - No operational problems were encountered with 
the LM instrumentation system. However, it is appropriate to mention 
here that considerable difficulty was encountered in verifying proper 
station patching due to the errors in the Network Operations Directive 
(NOD) and GSFC 1 s alphanumeric listings dated September l, 1967. · Tbie 



we feel is primarily due to the non-standard nomenclature used to 
identify telemetry parameter on NASA's vehicles. It is recommended 
that a serious study be initiated to standarize S/C vehicle telemetry 
formating and nomenclature, thus providing cost and time reductions in 
network programming and provide NASA with much faster turnaround 
between missions and vehicles. 

h. Miscellaneous - In addition to the normally patched parameters 
to the Sanborn Recorders, we patched a special board for playback of 
the Rev. 5 RKV pass which was the APS and RCS depletion burn. The 
majority of all the APS parameters and RCS parameters patched in 
logical system flow order. The results will be turned over to the 
LM Propulsion Section. 
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